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The AISB’08 Convention: Communication, Interaction and Social Intelligence

As the field of Artificial Intelligence matures, AI systems begin to take their place in human society as our helpers. Thus it

becomes essential for AI systems to have sophisticated social abilities, to communicate and interact. Some systems support

us in our activities, while others take on tasks on our behalf. For those systems directly supporting human activities,

advances in human-computer interaction become crucial. The bottleneck in such systems is often not the ability to find

and process information; the bottleneck is often the inability to have natural (human) communication between computer

and user. Clearly such AI research can benefit greatly from interaction with other disciplines such as linguistics and

psychology. For those systems to which we delegate tasks: they become our electronic counterparts, or agents, and they

need to communicate with the delegates of other humans (or organisations) to complete their tasks. Thus research on

the social abilities of agents becomes central, and to this end multi-agent systems have had to borrow concepts from

human societies. This interdisciplinary work borrows results from areas such as sociology and legal systems. An exciting

recent development is the use of AI techniques to support and shed new light on interactions in human social networks,

thus supporting effective collaboration in human societies. The research then has come full circle: techniques which

were inspired by human abilities, with the original aim of enhancing AI, are now being applied to enhance those human

abilities themselves. All of this underscores the importance of communication, interaction and social intelligence in current

Artificial Intelligence and Cognitive Science research.

In addition to providing a home for state-of-the-art research in specialist areas, the convention also aimed to provide

a fertile ground for new collaborations to be forged between complementary areas. Furthermore the 2008 Convention

encouraged contributions that were not directly related to the theme, notable examples being the symposia on “Swarm

Intelligence” and “Computing and Philosophy”.

The invited speakers were chosen to fit with the major themes being represented in the symposia, and also to give a

cross-disciplinary flavour to the event; thus speakers with Cognitive Science interests were chosen, rather than those with

purely Computer Science interests. Prof. Jon Oberlander represented the themes of affective language, and multimodal

communication; Prof. Rosaria Conte represented the themes of social interaction in agent systems, including behaviour

regulation and emergence; Prof. Justine Cassell represented the themes of multimodal communication and embodied

agents; Prof. Luciano Floridi represented the philosophical themes, in particular the impact on society. In addition there

were many renowned international speakers invited to the individual symposia and workshops. Finally the public lecture

was chosen to fit the broad theme of the convention – addressing the challenges of developing AI systems that could take

their place in human society (Prof. Aaron Sloman) and the possible implications for humanity (Prof. Luciano Floridi).

The organisers would like to thank the University of Aberdeen for supporting the event. Special thanks are also due to

the volunteers from Aberdeen University who did substantial additional local organising: Graeme Ritchie, Judith Masthoff,

Joey Lam, and the student volunteers. Our sincerest thanks also go out to the symposium chairs and committees, without

whose hard work and careful cooperation there could have been no Convention. Finally, and by no means least, we would

like to thank the authors of the contributed papers – we sincerely hope they get value from the event.

Frank Guerin & Wamberto Vasconcelos
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The AISB’08 Symposium on Brain Computer Interfaces and Human Computer
Interaction: A Convergence of Ideas

Brain-computer interfaces (BCI) and human-computer interaction (HCI) have overlapping goals – to enable more seam-

less communication between human and machine. This symposium aims to bring together researchers from both the BCI

and HCI communities, to investigate how they can inform each other and to foster interaction between the two research

communities. With its focus on improving communication between humans and machines, this symposium fits very well

with the main theme of the AISB convention – Communication, Interaction and Social Intelligence.

A brain-computer interface uses signals from the brain as a mode of communication and control. Traditionally, BCI

research has focused largely on creating methods for the efficient extraction of user intentions from EEG signals. However,

the overall effectiveness of a BCI depends not only on successful processing of the input signal, but also on the design of

the interface that is being used to achieve a goal.

At the same time, human computer interfaces strive to improve communication between users and computers and to

make interaction more intuitive and effective. From this perspective, there is great potential for work in the domain of HCI

to improve BCI interfaces. Equally, in addressing some of the key challenges faced in BCI, there is also the potential to

stimulate new directions of research in the wider HCI context.

To date, there have been few workshops that aim to bring together the BCI and HCI communities. The need for in-

creased dialogue has been recognised by workshops such as the PASCAL Workshop 2007 – BCI Meets HCI in April 2007

in Martigny, Switzerland, the International Workshop on Brain-Computer Interface Technology & 2nd BCI2000 Workshop

at HCI International 2007 in Beijing, China, and the workshop on Brain-Computer Interfaces for HCI and Games at CHI

2008 in Florence, Italy.

The programme for our one-day symposium comprises a good balance of talks from both the BCI and HCI communi-

ties. Therefore, we anticipate that it will continue the work of other initiatives towards increasing communication between

the disciplines.

We would like to acknowledge the help of our International Programme Committee and the AISB Convention organ-

isers. We are grateful for the support of the EPSRC-funded Complex Cognitive Systems Initiative, University of Reading

and the School of Systems Engineering, University of Reading.

Slawomir J. Nasuto
Faustina Hwang
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Brain Computer Interfaces: Psychology and Pragmatic 
Perspectives for the Future 

 
Ray Adams1, Gisela Susanne Bahr2 and Benigno Moreno3 

Abstract.  Whilst technologies, such as psychophysiological 
measurements in general and electroencephalograms (EEG) in 
particular, have been around and continually improving for many 
years, future technologies promise to revolutionise the emerging 
Information Society through the development of brain-computer 
interfaces and augmented cognition solutions.  This paper ex-
plores critical psychological and pragmatic issues that must be 
understood before these technologies can deliver their potential 
well.  Within the context of HCI, we examined a sample (n = 
105) BCI papers and found that the majority of research aimed to 
provide communication and control resources to people with 
disabilities or with extreme task demands. However, the con-
cepts of usability and accessibility, and respective findings from 
their substantial research literatures were rarely applied explic-
itly but referenced implicitly.  While this suggests an increased 
awareness of these concepts and the related large research litera-
tures, the task remains to sharpen these concepts and to articulate 
their obvious relevance to BCI work.123 

1 INTRODUCTION 

 The concept of the brain computer interface (BCI) presents 
some startling possibilities for enhanced communication and 
accessibility:  BCIs have the potential for helping individuals 
with severe communication and control problems due to disabil-
ity or extreme circumstances, as well as giving anybody who 
requires or desires non-traditional human-to-system communica-
tion tools additional input/output channels.  The notion of BCI 
may be simple, but the underlying science is complex.  Hence, 
an effective application of BCI necessitates an adequate appre-
ciation of the underlying science.  For this reason, this paper sets 
out to consider the psychology and rehabilitation engineering 
underlying BCI. 
 An effective BCI system is based on the following three 
axioms: (1) It is possible to take sensitive and reliable measure-
ments of aspects of human brain activity on a non-invasive basis; 
(2) These aspects of human brain activity can be controlled sys-
tematically and dependably by the individual; (3) These meas-
urements of human brain activity can be readily used to control 
or communicate with interactive systems or to communicate 
with other people [1].  These are the specific requirements for 
effective BCIs.  In addition, we suggest that there are at least 
three generic requirements that apply to any communication and 
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control systems: Functionality [2], i.e., does it support important, 
useful and desirable tasks? Usability [3], i.e., is the system too 
difficult to use? and Accessibility [4] i.e., are there any barriers 
that prevent or disadvantage users when using the system? 
  
This paper is structured in four sections to present and discuss 
(a) important psychological factors for BCI, (b) practical factors 
for BCI, (c) the implications of BCIs for the future of Human 
Computer Interaction and (d) a futuristic BCI vision. 

2 PSYCHOLOGICAL FACTORS FOR BCIs  

 We propose that any consideration of psychophysiological 
measurements must include the rigorous scrutiny and interpreta-
tion of these measurements in a human centred context. This 
includes a popular measurement approach for BCI, the scalp-
recorded electroencephalographic measurement (EEG). EEG 
refers to the placement of electrodes on the head of a human or 
animal in order to measure the electrical consequences of brain 
behaviour. The conventional view of BCI is that EEG will en-
able severely disabled individuals to communicate with and 
control their environments through control of screen displays, 
prosthetic devices and robotic systems.  This conventional view 
is changing, however, particularly as are the results of the 
emerging psychological and pragmatic issues. The following 
four factors provide not an exhaustive but comprehensive set of 
psychological considerations for analysis.  
 They are (a) the types of cognitive function reflected in the 
EEG, (b) the nature of feedback and the modalities involved, (c) 
the types of intended users and (d) the types of tasks and envi-
ronments chosen.  
 The first consideration is that different patterns of the brain 
activity may be mapped to respective cognitive functions.  If so, 
then different aspects of the EEG may reflect different functions 
to a greater or lesser extent. One of the most obvious areas is that 
of motor – related EEG.  Since voluntary movement control 
already exists as an internal control system in humans, it is natu-
ral to use voluntary movement-related potentials (VMRPs) to 
drive a BCI [5].  Thus it is possible to detect actual index finger 
flexions in an individual’s EEG records.  Furthermore, imagined 
voluntary movements with able-bodied persons can be reliably 
detected and measured [6]. This opens some major opportunities 
for individuals with significant psychomotor impairments.  
 Perceptual and cognitive brain processes can also be de-
tected.  We know from primate studies that decision making 
involves at least two general phases of neural processing, namely 
the depiction of sensory information and the accumulation of 
evidence from decision-related regions. Recent research [7] de-
ployed a cued paradigm plus single-trial analysis of electroe-
ncephalography (EEG) and found temporally specific compo-
nents related to perceptual decision making. They then went on 
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to conduct further analyses of their EEG recordings to under-
stand their analyses of fMRI data collected for the same behav-
ioural task to identify the cortical locations of these EEG com-
ponents. They found evidence of a cascade of events associated 
with perceptual decision making that takes place in a highly 
distributed neural network. Of particular importance is activation 
in the lateral occipital complex supporting the view that percep-
tual persistence is a mechanism by which object-based decision 
making in the human brain takes place.  
 In addition to EEG and FMRI, consider event related poten-
tials (ERPs).  These are electrophysiological responses to inter-
nal or external stimuli, including perceptions or thoughts.  Event-
related potentials (ERPs) are seen in the electroencephalogram 
(EEG). Since ERPs may be used to measure brain activities as-
sociated with human related information processing, they may be 
able to indicate variations in cognitive load [8] [9]. The meas-
urement of ERPs in a laboratory setting is relatively easy, but 
much more difficult in the real world, due to all manner of un-
controllable factors such as eye movements, switching of atten-
tion, continuous as opposed to discrete sensory inputs. [10]. 
These researchers reported a range of techniques that they could 
produce significant single trial ERPs in such circumstance, lead-
ing to the generation of useful averaged evoked potentials 
(AEPs) over multiple trials.  They were able to locate the spatial 
origins of these ERPs. Finally they were able to observe minute 
by minute changes in cognitive load and overload, using (back-
propagation) neural networks to do so. 
 A second psychological factor is the nature of the feedback 
given to the individual using the BCI.  In particular, choosing the 
modality for feedback is perhaps the most obvious choice.  It is 
often assumed that the feedback modalities of choice are visual, 
auditory or their combination.  However, researchers [11] have 
reported a system that uses vibrotactile biofeedback to supply 
haptic information. They found that six, healthy, young, male 
participants could use a mu-rhythm based BCI within a motor 
imagery paradigm to control the position of a virtual cursor. The 
cursor position was shown visually as well as transmitted hapti-
cally by varying the intensity of a vibrotactile stimulus to the 
upper limb. The six subjects operated the BCI in a targeting task, 
receiving only vibrotactile biofeedback of performance. They 
were able to control the BCI using only vibrotactile feedback 
with an average accuracy of 56% and as high as 72%. The re-
sults of this study show that vibrotactile feedback works as a 
possible feedback modality to operate a BCI using motor im-
agery.   
 A third psychological issue is the choice of intended users.  
Whilst much of the above work has been conducted with the 
support of non-disabled participants, these are often tests of the 
feasibility and practicality of the proposed methods. The authors 
often state their aims are to be to assist individuals with high 
levels of disability, particularly psychomotor disabilities.  How-
ever, we can also be disabled by our circumstances and by the 
excessive demands that tasks place on us.  In particular, cogni-
tive overload occurs when the information throughput of our 
tasks / circumstances become too high or complex for us to cope 
[12].  In such cases, augmented cognition through modality spe-
cific input scheduling is a potential solution.  If BCI is a progres-
sively more viable option, as current research suggests, then BCI 
can provide another communication channel as a basis for aug-
mented cognition. The difference between augmented cognition 
and BCI approaches is in the intent of the user. In the former the 

system senses user state and engages task dependent mitigations 
to optimize performance; conversely, the later accepts deliberate, 
intended, cognitively articulated input from the user.  For exam-
ple some researchers [13] state their research question as “How 
can BCI be used to assist neurologically healthy individuals in 
specifically demanding tasks?” 
 A fourth psychological consideration is the choice of tasks 
and context of use that are chosen.  Many of these studies make 
use of simple tasks such as the control of screen cursors to dem-
onstrate the impressive potential of BCI; few of the studies have 
based their insights on an analysis of user requirements. Future 
BCI investigations require the systematic evaluation of user 
requirements to improve the user-sensitivity of the chosen de-
signs of such BCI systems.  Where individuals have substantial 
psychomotor deficits, any opportunity to communicate and con-
trol the environment appears to be beneficial, but, as science 
moves on, these individuals may wish to enhance their quality of 
life through the control of screen displays, prosthetic devices, 
robotic systems etc.  If so, the consideration of more user sensi-
tive design could be beneficial.  However, BCI is likely to be 
beneficial to a wider range of intended users and beneficiaries.  
Individuals with reduced sensory, psychomotor or cognitive 
attributes may also benefit and would surely want more than the 
basic functionality of BCI based control of simple systems.   
However, the increasing work on augmented cognition demon-
strates that there will be individuals who are working in high 
information or high stress environments and could use BCI 
communication (active or passive) to indicate a need for changes 
in the task / information configurations that they must face.  
Considering all these potential, intended users, it is clear that the 
tasks and environments supported by BCI will soon need to be-
come much more enriched and interactive than at present.  Of 
course, the tasks / environments must not only be functionally 
enriched, they must also be perceived as positive and welcom-
ing.  In the past, assistive technology has sometimes proved to be 
functionally valuable but aesthetically inadequate.  People with 
disabilities and indeed all potential users may be discouraged 
from using unattractive technology that seems to stigmatise its 
users.  If this argument is correct, then the BCI systems of the 
future must be acceptable to intended users in the gestalt of a 
sophisticated industrial design that meets functionality needs and 
user requirements whilst affording usability, accessibility, aes-
thetics and personae.  
 In summary, we have proposed four psychological factors 
that are of practical importance to BCI developments and appli-
cations.  They are all important if BCI methods are to be effec-
tively understood and applied.  The following four factors are of 
highest face validity.  They are; (a) the types of cognitive func-
tion reflected in the EEG, (b) the nature and modalities used for 
feedback, (c) the types of intended users and (d) the types of 
tasks and environments chosen.  However, these factors have 
been chosen on the basis of face validity.  How can such factors 
be identified on a more conceptually robust basis, without creat-
ing cognitive overload for the BCI scientist or practitioner?  
Elsewhere, it has been suggested that nine factors can be used to 
capture the essentials of human cognition.  Research [12] has 
proposed nine factors that have been validated by two, large 
sample validation studies.  Those nine factors are (from a user 
perspective); input processing, feedback management, executive 
functions, working memory, long term memory, emotions and 
motivations, mental modelling, out put and learned, complex 
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output sequences.   Episodic memory has also been suggested as 
an extra factor, but it has been argued by leading researchers 
[14] that this is best seen as part of working memory.   

3 SOME PRACTICAL ASPECTS OF BCI  

 BCI can be seen from a number of distinct perspectives.  
Above we considered a psychological perspective and the nature 
of the psychological processes involved.  Here, we look at BCI 
from the perspective of rehabilitation engineering. 
 Traditionally, EEG has been the measurement of popular 
choice and, within that, EEG related to the motor cortex and thus 
to psychomotor processes.  As discussed above, simple psycho-
motor responses (e.g. finger flexions) are feasibly detected in an 
individual’s EEG.  This would be helpful for an individual with 
limited movement to control a system with minimal physical 
effort.  In addition, improving technology now allows for the 
cortical electrophysiological correlates of imagined movement 
(e.g. imaginary finger flexions) to be detected and that is much 
more promising for people with severe limitations. There are a 
significant number of ways to extract measurements from an 
EEG record, of which the event-related potential (ERP) or 
evoked potential (EP) and the averaged evoked potential (AEP) 
are perhaps the best known.  However, current and recent work 
shows how many variations of this theme are possible and so the 
race is on to determine the most effective options.   
 Continuing the focus on evoked potentials and averaged 
evoked potentials (AEG), researchers [15] explored the meas-
urement of the P300 component of the human EEG, with a new 
and unsupervised algorithm for P300 estimation, thus improving 
the raw EEG records.  They proposed and tested a new method 
to detect the P300 potentials in the human EEG by a P300 based 
BCI. The results were favourable to this new approach over a 
selection of older methods.    
 Other researchers [16] explored the use of flash onset and 
offset visual evoked potentials (FVEPs) to activate a BCI sys-
tem.  Flashing stimuli displayed on a screen are used to produce 
onset and offset FVEPs when the users looks at them.  By shift-
ing their visual attention to different items, users can produce 
strings of letters or numbers with which to communicate or to 
control useful systems.  They also produced averaged evoked 
potentials from their data, including the differences between the 
N2 and P2 peaks and the N1 and P1 peaks.  In two experiments 
with five subjects in two experiments, they found an accuracy 
level of 92.18%, showing that the onset and offset FVEP-based 
BCI can achieve a high information transfer rate.  In contrast, 
other researchers [17] explored steady state visual evoked poten-
tials (SSVEPs) with overlapping stimuli that can evoke changes 
in SSVEP activity without the need for shifting gaze.  They 
found that half of their subjects could achieve a suitable level of 
control of a BCI.  Though further work is needed to improve this 
percentage, the authors argued that this method might be very 
suitable for severely disabled users.  
  One way to improve the effectiveness of EEG based BCIs 
is to develop more advanced measures.   Some researchers [18] 
explored the use of energy density maps derived from EEGs in 
ten healthy volunteers, comparing two real as well as between 
two imaginary movements.   They were able to identify the most 
discriminative features based on statistically significant differ-
ences between the energy density maps. They concluded that 
these types of analyses could provide a larger number of com-

mand signals to control the external systems via a BCI.  In addi-
tion, researchers [19] explored the potential of machine learning 
methods for compensating for the high variability in EEG data 
when analyzing single-trials in real-time. They concluded that 
such methods contributed to the creation of cleaner data and thus 
more effective BCI systems. 
 Of course, there is no need to use EEG measurements in 
isolation. It can be put to joint use with the respiratory heart rate 
response, induced by brisk inspiration [20].  They investigated 
the ways in which a BCI could be turned on or off by the user. 
They found that ten healthy subjects were able to switch on and 
use a steady-state visual evoked potential-based (SSVEP) BCI 
using one ECG (electrocardiogram) and EEG channel, after only 
20 min of feedback training.  In addition, the subjects made very 
few false positive errors. On this basis, the combination of EEG 
and ECG promises to be very useful in the future.  A further 
methodological improvement is based on the concept of the 
“quasi-movement” [21] defined as voluntary movements that 
have been minimised as to be virtually undetectable, making 
them rather like imagined responses.  In fact, quasi-movements 
are consistent with the proposed continuity between real and 
imagined movement. They found that in healthy subjects quasi-
movements work well in brain-computer interface, being associ-
ated with significantly smaller classification errors when com-
pared conventional imagined psychomotor responses.  It is also 
feasible to consider the potential role of near-infrared spectros-
copy (NIRS) for BCI [22].  They concluded NIRS that instru-
ments are only small-scale and can be used to make noninvasive 
measurements.  They were able to show that they could measure 
regional cerebral blood flow effectively by NIRS during a tap-
ping task (preferred hand) and reported methods to evaluate 
NIRS measurements by use of an artificial neural network.  
 So far, we have assumed that the BCIs will be based on 
hard-wired systems.  This is a reasonable assumption given cur-
rent experience of wired and wireless Internet interfaces.  How-
ever, wireless systems offer potentially greater flexibility given a 
suitable wireless environment.  Thus it is important to consider 
wireless BCIs. Thus wireless systems for BCIs could make use 
of subcutaneous transmitters with little loss of signal strength! 
[23].  Such wireless systems can be strengthened further by the 
effective use of compact, operational amplifiers that require little 
power and can support implantable systems [24]. Such an ampli-
fier has only a power consumption of only 736 nW and a chip 
area of only 0.023 mm2.  Another, non-invasive option is the 
application of wireless principles to EEG using an electrode cap 
with a wireless link.  A study of the Armoni Project [25], using 
non-invasive criteria, designed an EEG cap that made the EEG 
system become invisible to the wearer (see graphics pictures 
below). 
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3   BCI IMPLICATIONS FOR HCI 

 The brain computer interface (BCI) should be the instantia-
tion of access “par excellence”.  Current work, as discussed 
above, has established the feasibility, in principle, of communi-
cation and system control through a BCI.  It is clear that a range 
of psychophysiological measures can be used either singly or in 
combination.   Intended users range from individuals with virtu-
ally no disabilities to those individuals with severe psychomotor 
impairments.  BCIs can also be used by individuals facing cogni-
tive overload or inappropriately high stress levels.  Such systems 
can now be set to detect such problems and provide cognitive 
augmentation through task or information sharing. For example, 
a task can be carried out jointly by a system and a person.  Alter-
natively, the person could take one task and the system could be 
given another task. It is also increasingly possible to identify 
those aspects of human cognition that are reflected in different 
components of the EEG.  This would allow BCIs to focus on the 
most relevant cognitive functions, perhaps capturing the most 
accessible or usable.  Whilst visual feedback is the most com-
mon form, as discussed above, BCIs can use a range of different 
modalities to guide the user.  Finally, it is important to add that 
powerful data analysis methods can be used to extract the maxi-
mum informational value from psychophysiological data with 
consistency and reliability.  
 The above summary demonstrates the successes of current 
BCI research and development and points to their use to solve 
accessibility problems, particularly for people with severe psy-
chomotor deficits, but also much more widely.  However, it is 
remarkable when we considered a large sample (n = 105) of BCI 

related papers, very few made reference to, or use of, the exten-
sive research literatures covering universal accessibility or us-
ability.  Yet these should be central to the development of this 
field.  This is undoubtedly due to the current state of the art and 
the necessary focus upon demonstrating validity and feasibility.   
 However, such systems are not themselves immune to us-
ability and accessibility problems.  Whilst these two topics are 
much too big to be discussed in depth here, some simple links 
can be suggested.  Usability is defined in terms of the level of 
task difficulty that a system requires.  There are many experts on 
usability, but for our focus on BCI, references to the work of 
Nielsen [3] and Shneiderman [26] will have to suffice.  The 
point is that there are simple ways to conduct usability evalua-
tions for interactive systems.  Accessibility is defined here as the 
lack of barriers between a system and a user that would other-
wise degrade or prevent the effective use of system.  
 Universal accessibility is equally large as a topic.  Here the 
work of [27] can be singled out.  The accessibility of an interface 
depends on at least four factors: the technology platform, the 
intended users, the tasks and the context of use.  All of these four 
factors have been discussed above, but their contributions to 
accessibility need a more explicit treatment.  For a system to be 
truly accessible, it can also be said that depends on (a) the cho-
sen hardware, (b) the quality of the connection, (c) the users’ 
ability to perceive incoming information and feedback, (d) the 
making of appropriate responses with sufficient ease, (e) cogni-
tive accessibility i.e. the ability to navigate efficiently (with few 
errors) and to comprehend the information given and (f)  the 
achievement of their objectives through the use of an interactive 
(BCI) system [28].  If BCI research and development can 
achieve these twin goals of usability and accessibility, then BCI 
promises to become a mainstream technology and a substantial 
contributor to the global Information Society. 
 A new application of BCI is discussed by the Armoni Pro-
ject [25]. The low levels of motivation that people with intellec-
tual disability often experience during long periods of their daily 
life when they are without adequate cognitive, sensory and mo-
tor stimulation is an aggravating circumstance that can have a 
detrimental impact on their moods [29], their well-being and, 
therefore, their quality of life. These cognitive, sensory and mo-
tor decrements can be mitigated by systems based on ICT tech-
nologies, using feedback with indicators based on BCI (Brain 
Computer Interaction), EEG pickups of the real-time emotion 
states of the users of such a system.  
 To meet these needs, a BCI related PC station has been 
constructed, which can be assembled in groups of two, three or 
four unit’s ensembles. BCI (Brain Computer Interaction) tech-
niques are used, with technically advanced and conventional 
peripherals, as well as state-of-the-art software with auto-
adaptive capacities. They are designed for dependent-disabled 
people and allows access to and interaction with more than 100 
activities, with systems that, from the point of view of the user, 
are significantly: easy to use, accessible (according to the differ-
ent degrees of disability), cognitively interesting for all types of 
people considered here, recreationally funny, easy to learn and to 
use for learning, rehabilitation and maintenance activities.  
 There is a substantial amount of research that demonstrates 
emotional monitoring in people with EEG [30], with evoked 
emotions [31], cerebral laterality-emotion and EEG [32],  recog-
nition of emotions [33], emotion assessment [34]frontal EEG 
asymmetry as a monitor of emotions [35] and depression meas-
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ured through EEG [36].  This development of an appropriate 
EEG methodology, allows for a baseline to be established for 
each user, in terms of his/her emotions plus the map of the EEG, 
particularly of the ventromedial frontal zone of the human brain 
cortex [37].  
 All this feedback, coming from standard peripherals, as 
well as from advanced systems, particularly the EEG cap, can be 
formally processed. BCI provides an objective and real time 
interaction and supplies us with feedback relating to the mental 
state of the cortex of the  user through real-time evaluation of the 
correlative EEG,  with order-disorder states of the brain (polarity 
of emotion and probably intensity, [38], and customized emotion 
performance and identified for each user by therapist in institu-
tions. State-of-the-art BCI (Brain Computer Interaction) technol-
ogy, and the specific case adopted here of BCI by EEG (electro-
encephalogram), has developed systems that are very focused on 
the ability to control peripheral elements and devices (for exam-
ple, moving a cursor, moving a wheelchair etc).  The Armoni 
project immerses the user in a new perspective, focussing on the 
emotional personal state of the user, capturing it in the main-
frame computer of the stimulation station through wireless based 
EEG (This has been supported by clinical trials).      

4   THE FUTURISTIC VISION OF BCI 

Imagine a situation in which you are working in your home 
study.  You notice that the room temperature is slightly too high, 
so you turn your gaze to the temperature display and think it 
down a few degrees.  The room cools to a more acceptable level.  
Your next task is to send a package to a colleague by 3Dmail.  
You had prepared the package the night before, so all you have 
to do is to think yourself through the process.  A copy of the 
package goes and you are rewarded by feedback in the form of a 
brief passage from Mozart. Suddenly, you find that you have a 
home visit from a colleague, a rare treat these days.  You both 
exchange archived information via your systems and exchange 
pleasantries.  She shows you her new system, which is not based 
on the familiar hat system but on subcutaneous units, set almost 
flush the skull.  You make a cognitive note to explore the options 
sometime, but not sometime soon.  You both agree that some-
times it is nice to get out. 
 Later, you inspect your news feeds, filtering out those items 
that do not accord with your religious views.  This reminds you 
to switch on your background prayer mode.  You notice the item 
in which some criminals have adapted their BCIs so that they 
can control other peoples’ robots and wireless enabled property 
and down load it for immediate inspection.  Before you have a 
chance to read, you receive a handwritten, hence highly secure 
text message from your daughter saying that she is on the inter-
continental bus and needs you to send some credits as she is 
over-extended 
 This view of BCI future may be in turn, attractive or repel-
lent, depending on your world view, but in the nearer future, we 
can surely look forward to BCIs that make usable, accessible 
contributions to universal accessibility.  
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Abstract.  The paper describes the implementation of an offline, 
low-cost Brain Computer Interface (BCI) alternative to more 
expensive commercial models.  Using inexpensive general 
purpose clinical EEG acquisition hardware (Truscan32, Deymed 
Diagnostic) as the base unit, a synchronisation module was 
constructed to allow the EEG hardware to be operated precisely 
in time to allow for recording of automatically time stamped 
EEG signals. The synchronising module allows the EEG 
recordings to be aligned in stimulus time locked fashion for 
further processing by the classifier to establish the class of the 
stimulus, sample by sample. This allows for the acquisition of 
signals from the subject’s brain for the goal oriented BCI 
application based on the oddball paradigm. 

An appropriate graphical user interface (GUI) was constructed 
and implemented as the method to elicit the required responses 
(in this case Event Related Potentials or ERPs) from the subject.  
 
 
1 INTRODUCTION 
 
Discovered by Hans Berger in 1921 Electroencephalography 
(EEG) is currently one of the most heavily utilised methods for 
the detection and measure of brain activity, the first ever 
recording illustrated in Figure 1.   
 

 
Figure 1. The first EEG recording made in 1921 

 
Though it has been replaced by more contemporary methods 

of medical diagnosis its uses still include the identification and 
characterisation of neurological disorders such as epilepsy and 
encephalitis. The use of EEG in biofeedback systems has been 
showing some success in treating some cognitive conditions 
(sleep disorders, depression) but more recently research and 
implementation of BCI systems which enable opening extra 
communication channels for the severely disabled have come to 
the fore.   

The EEG is the result of coherent excitation of large groups of 
neurons, primarily from the cerebral cortex. When electrodes are 
placed on the scalp voltage fluctuations between them and a 
reference electrode (usually positioned at the nasion or earlobes) 
can be observed when appropriately amplified and filtered.  This 
reflects the operation of neuronal groups involved in cognitive 
processing. 

Compared against alternative means of identifying activity 
patterns within the brain, for example Magneto Encephalography 
(MEG) or Positron Emission Tomography (PET), EEG prevails 
as the cheapest whilst offering excellent temporal resolution.  In 
addition to a low cost, an EEG based BCI does not require 
extensive medical expertise, is safe (with properly tested medical 
grade equipment), and it is comparatively easy to use.  

When examining the current market of EEG recording units 
and systems specifically designed for the classification of EEG 
signals it is clear that these components are expensive to 
purchase, costing upwards of £10,000 whereby a good ERP lab 
can be constructed nowadays for ~$50,000 [1].  This makes the 
construction of an effective, inexpensive BCI platform (less than 
£5000) more available for research labs and potentially for 
patients in the future. It is hoped that such development will 
contribute to increase the momentum of BCI related research 
whereby more labs will be able to conduct BCI experiments. 

The main components involved in the construction of a digital 
EEG recording unit are: the electrodes, the analogue to digital 
converters, the amplifiers, the optical isolation and the 
transmission into a computer for processing.  

It would appear that the obvious and perhaps simplest solution 
would be to construct a new BCI module.  However, this would 
introduce several problems including safety issues, prototyping 
and testing costs/time. These concerns are the main reasons that 
make the task of an independent construction less desirable as a 
solution. 

Taking into account such considerations we have concentrated 
on using a low cost system that has already passed appropriate 
industry tests and standards [2]. The system chosen was a 
construction of Deymed Diagnostic costing slightly in excess of 
£4000.  

In addition to an EEG acquisition method it is also necessary 
to define a cognitive paradigm leading to generation of the BCI 
output.  Based on the results of the BCI competition in 2003 it 
was decided that the oddball paradigm would be applied for the 
elicitation of event related potentials, making this BCI goal 
oriented [3].  Use of this paradigm led to the classification error 
rates of 0% (revision of datasets made 3%) achieved by the 
winning group, hence this work and other ERP based 
approaches, [4] [5] [6], formed the basis for our ERP 
experiments. 

2 CONCEPT 

The Deymed Diagnostic Truscan32 system was designed for the 
diagnosis of encephalitis and the monitoring of brainwave 
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patterns. It is a compact unit which could easily be mounted on a 
mobile platform (e.g. wheelchair) as it requires minimal power 
consumption (six AA batteries that last for more than 120 hours 
of uninterrupted use), little computational power with the 
advantages of being able to be connected via 21 electrodes (the 
10-20 system) as well as additionally placed electrodes up to a 
total of 32 and a standard data connection of a 25pin Parallel 
port found on most desktop computers. In fact, the system is 
scalable and additional head units can be purchased and 
connected together increasing a total number of available 
electrodes up to a maximum of 128. 

The software provided with the Deymed system allows the 
recording, filtering and storing of EEG records as well as other 
useful attributes but cannot stream the data directly to any 
program making a direct online construction impossible. 

The apparent limitations of the TruScan32 EEG capture 
module were a result of its primary design geared towards the 
diagnosis of neurological problems and not the implementation 
of a BCI.   

For simplicity it was decided to construct a BCI system using 
two separate computers; one for the installation of software and 
acquisition of the EEG signals and the second for the 
administration of the target stimuli, both bridged by a separate 
“sync circuit”.  However, it is possible to use one computer for 
this task as a single motherboard has all the necessary ports. This 
would reduce the cost of the system even further.   

As a direct interaction with the hardware was not feasible, and 
communication of external signals to the Deymed software was 
required, e.g. in order to automatically introduce markers into 
the recording, an alternative hardware solution was engineered. 
This “sync circuit” design consisted of a microcontroller which 
was able to efficiently communicate between the two computers 
and provide subject-feedback where needed. 

To solve the problem of synchronisation three potential 
methods were initially considered.  The first consisted of 
introducing Pulse Width Modulated (PWM) signals as a timing 
signal and the second relied on injecting additional noise into the 
circuit.  These were quickly abandoned due to equipment and 
subject safety concerns but allowed for the development of the 
ultimately adopted method. 

Using the standard inputs of the unit to deliver a 
synchronising signal was not possible due to a lack of a separate 
ground electrode providing a reference for the external signal. 
The ground electrode available on the unit is connected to the 
subjects head hence it is unsuitable as the external signal 
reference because of the safety reasons (when using specific 
recording montages). Moreover, the TruScan32 unit would not 
recognise or begin recording unless the impedance was below 
50KOhms. 

In principle, it would have been possible to circumvent the 
above issues by using 2 electrodes (one effectively as a 
reference) and a differential montage. Although this would allow 
the EEG recording to be time locked to the stimulus, it would 
eliminate the future possibility of extending the system to online 
processing give the TruScan32 system operation. 

The final solution adopted was based on the observation that 
some commands driven by the keyboard could be utilised to 
start, stop, pause and make rudimentary reference marks on the 
recording.  Using a microcontroller it would have been possible 
to directly communicate using the PS/2 port of the keyboard.  

An old keyboard was deconstructed and the main circuit board 
removed to be used as the link between the PS/2 port and the 
sync circuit. As all keyboards are simple matrix switches, it was 
merely a task of identifying the “columns” and “rows” which 
combined to give the correct key pushes.  

To synchronise the stimulus an appropriate Graphical User 
Interface (GUI) was designed that would allow for simple 
communication through a microcontroller and the graphical 
presentation and timing of stimulus.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Final design solution showing system design 
 
Figure 2 illustrates the suggested setup for the BCI system 

detailing all the components of the system. 

3 IMPLEMENTATION 

The microcontroller used for the implementation of the 
synchronisation board was a Microchip Programmable 
Integrated Controller (PIC) microcontroller model 16F877A.  
This model has all the required peripherals (i.e. Timers and a 
Universal Asynchronous Receiver Transmitter (UART)) and 
enough pins to allow for expansion and control of keyboard 
buttons etc. 

The final schematic of the successfully tested prototype of the 
routed board is shown in Figure 3. 
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Figure 3. Final Routed schematic, this is the schematic that made up the final etched product as 
shown in Figure 5 

 
The 8x2 pin heads in row at the bottom of schematic in Figure 2 
connect the two legs of transistors which are the connectors for 
the keyboard portion of the hardware. This configuration can 
currently control 8 keyboard buttons.  The 9x1 pinhead and the 
8x1 pin head (indicated by the dashed circles) are the connectors 
for the remote controls which can be used to perform 
experiments.  

Communication was achieved through the onboard UART 
connection to the serial port which was handled using the 
Max232 serial driver chip to allow the PIC to achieve the voltage 
levels (12V) needed for the standard serial communications 
protocol.  This circuit makes up the heart of the system being 
able to efficiently interact with both the serial and PS/2 port with 
minimum overheads.  

Single characters were used for communication as any   
additional protocol overhead would have slowed the data 
transfer and interpretation thus incurring more delay. 

The graphical user interface (GUI) was written in C#.  This 
decision was dictated by the features provided by this language 
which were deemed beneficial for our task including; multi-
threading, timers, easy serial port integration, multiple forms and 
rapid application development.  These advantages allowed for 
the construction of a fast and efficient software interface which 
acted with millisecond precision and provided good support for 
the hardware counterpart of this system. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4.  System Flow of a typical experiment 

 
Using the log file created by the software, the ASCII files 

exported from the Truscan32 explorer software contain stimulus 
locked EEG data.  
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Figure 5. Main menu and standard letter grid which is the 
main form for providing the stimulus, in this case flashing boxes. 

 
Figure 4 illustrates the flow of a typical experiment which can be 
conducted with the system using the software illustrated in 
Figure 5.  Figure 5 shows the letter grid used for the standard 
ERP elicitation.  The main menu form allows addition of new 
experiment types via the drop down menu enabling future 
system expansion.    

 

4 RESULTS 

The system was tested and worked correctly when used in the 
manner described. The delay estimates were confirmed and 
provided desired synchronicity between all the system 
components as discussed below. 

The selected sampling rate of the EEG was 128Hz, resulting 
in the time period between two samples of 7.812ms.  Thus, to 
achieve synchronisation of the stimulus and the EEG recordings 
it was necessary to ensure that the delay of the entire system was 
less than 7.812ms as shown in Table 1. 

If the cumulative delay between the stimulus and the start of 
recording is below this threshold that means the start of the 
recording and any other data recorded will be perfectly 
synchronous with the stimuli allowing meaningful analysis.   

The time taken for the serial port to send one byte of data 
appeared to be under one millisecond. Coupled with the 
Microcontroller instruction time and the approximate time taken 
for the stimulus PC to receive the data the resulting cumulative 
delay was still less than 1 millisecond. This is based on a 
microcontroller oscillator speed of 20 MHz (making it 5 MHz 
actual speed taking four instruction cycles per command) and a 2 
GHz CPU speed on the target computer. 

The keyboard circuit itself is a matrix switch which is 
achieved by systematically polling each column and then 
checking each row to ascertain the press of a button.  This is a 
fairly slow process, however by assuming a slow clock speed of 
4 MHz and making the generous assumption that each polling 
event takes 20 instructions with 13 row and 8 columns the 
cumulative delay measures at approximately 2ms. 

The keyboard communication protocol states that it can run 
from 10 KHz to 16 KHz operating speed depending on the 
keyboard and what data is being transferred [7][8].  In Table 1 
the conservative estimate of 10Khz was used to calculate the 
delay making it approximately 2.4 milliseconds add to the time it 
would take for the software to interpret these commands which 
should not be more than 1ms based on a CPU speed of 2GHz, all 
the delays were well below the threshold required for 
synchronicity.  

 

Component 
Delay Incurred 

(ms) 

RS232 Sending 0.234 

RS232 Processing ~1ms* 

    

Keyboard circuit identifying button 
press 2.080 

Keyboard Sending commands 2.400 

    

Cumulative Delay in system (Sync 
board to stimulus) 1.234 

Cumulative Delay in system (Sync 
board to EEG recording) 4.480 

Max Possible Delay to ensure synch 
status 7.812  

*based on 2GHz CPU speed  
 

Table 1. Delay Elements present in the system 
 

Figure 6 shows the final product including case and circuit 
connected to one of the remote controls for administering ERP 
experiments. 
 
 

10



 
Figure 6. Finished circuit connected to its case and keyboard 
circuit with shielded cable connecting external remote control. 

So far the system has been tested by performing several ERP 
experiments with the standard letter grid as shown in Figure 5.  
Figure 7 shows an example of a normalised waveform (p300) 
acquired by use of the above described system. 

 

Figure 7. Shows an example p300 waveform obtained from 
averaged results through use of the described system. (X-axis: 

Time post stimulus (ms), Y-axis:  Normalised Amplitude 
(arbitrary units)). 

This waveform was obtained from EEG recordings time 
locked to the stimulus by the synchronisation system, aligned in 
time and averaged following a standard ERP approach.  The 
electrodes used were Cz, Fz, Pz, O1 and O2 using a 50 
millisecond flash interval, 20 repetitions and 128Hz sample 
frequency.  The onset of the p300 wave is approximately 300 
milliseconds after the onset of the stimulus as expected in 
keeping with the nature of ERPs [1]. 

5 CONCLUSIONS & FUTURE WORK 

The system works well within the specified time limits and 
allows for an efficient recording of EEG stimulus data in the 
appropriately formatted files. Hence, the EEG data can be 
precisely referenced to the stimulus onset and analysed for the 
identification of ERP signals. 

At present this platform provides an inexpensive research tool 
as it can be configured for study of ERP signals, or with minor 
modifications, for the acquisition of other EEG related signals.  

Future extension of the system towards the online control of 
external devices is considered by taking advantage of computer 
system commands and Direct-Link Library (DLL) files in order 
to track and decode files containing the recorded EEG signals. 

Thus, with an increase of accuracy, the information transfer 
and improvements of human computer interactions in BCIs, the 
costs of the proposed platform may be sufficiently low to offer a 
viable solution for the severely disabled by the healthcare 
system. This is because it could significantly increase the 
independence of the patients and hence could reduce the 
workload of the carers.  
    The decision to use two personal computers for the 
implementation of this system was primarily aesthetic.  A proof 
of concept system has been setup successfully also on one 
computer thus further lowering the overall cost.   

To further reduce costs and make the hardware system more 
compact it would be useful to implement the standard keyboard 
protocol to enable the connection of the PS/2 port directly to the 
circuit without going through a separate circuit board; this 
addition would also eliminate more of the delay. 

It is hoped that the construction proposed in this paper will 
encourage more research into different methods of human and 
computer interaction by providing relatively easy to assemble 
and more affordable platforms for BCI. 
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Abstract.  This paper describes an adaptive brain-body 

interface (BBI) that was designed to cater for traumatic brain 

injured personnel to use the computer screen as a means for 

communicating, recreating and controlling their environment.  

The paper describes how the initial interface was developed and 

optimised for this group of personnel. It also deals with the 

challenges involved in designing an adaptive interface and the 

adaptive features incorporated in to the interface.  

1 INTRODUCTION 

A brain-computer interface (or Brain-Body Interface) is a 

communication system that does not depend on the brain’s 

normal output pathways such as speech or gestures but by using 

electrophysiological signals from the brain as defined by 

Wolpaw. There are various brain-body interfaces that have been 

developed which uses interfaces with fixed configurations but 

this research looked for an inclusive interface that can be 

personalised for individual needs of the users. A computer 

program that would enable a non-verbal, quadriplegia head 

injured person to communicate, recreate or control their 

environment. A non-invasive assistive technology device named 

Cyberlink™ was chosen as the brain-body interface for this 

research. Cyberlink™ combines eye-movement (EOG), facial 

muscle (EMG) and brain wave (EEG) bio-potentials detected at 

the user’s forehead to generate input via the mouse port. A major 

problem encountered while designing this interface was the 

inconsistent control of the cursor, which was caused by the 

‘irrelevant’ electrooculargraphic (EOG), electromyographic 

(EMG) and electroencephalalographic (EEG) signals being 

picked by the brain body interface. This had to be solved by 

controlling the cursor navigation on a computer screen. The bio-

potentials obtained by the brain-body interfaces had a voltage 

range of micro volts to mini volts, which meant navigating a 

cursor through a computer screen was a difficult task and needed 

a method to push the cursor towards the target. The design 

solution chosen to solve these two issues were to calculate the 

directions of travel and push the cursor towards the intended 

target, use tiles to control the cursor navigation and give the 

users personalised settings to create individual interfaces [1][2] 

(Figures 1 - 4). There was also need for minimum training since 

the interface had to cater for the short-term memory of some 

users. 

This study was carried out in three phases. Phase one of this 

research which was an exploratory one which indicated that the 

users had problems navigating certain parts of the screen or 

when travelling in certain directions [1]. Sibert and Jacob [3] 

recommend a target practice with random target with no target 

being repeated. Jacko and team [4] state allowing individual time 

to reach a target will cater for any individual with minor visual 

impairment. One possible approach to accommodate varying 

individual capabilities would be to have a target practice to show 

individual preference of a screen location through time to reach 

the target.  

Target practice could have a screen with, for example, twenty 

four targets (Figure 5). Then the participant would be asked to 

hit each target at random, as each appeared one at a time, within 

a prescribed time interval. The time taken to reach each target 

would be recorded and a program could automatically decide 

which areas are fastest for each participant. Once the user 

finishes target practice, the program can come up with a 

tailor-made profile for that particular individual user (Figure 6). 

Different numbers of targets could be set for a particular 

individual interface, for example 2 to 6 depending on ability of 

the user. Targets could also be programmed to do various tasks 

such as read text, launch applications or switch devices.  

Automated target practice for a personalised interface based 

on this results could improve an interface but will this automated 

process work with severely brain injured individuals? Do we 

need a manual configuration facility to give the carer even better 

control of the parameters to fine-tune the interface or even over-

write the results of the automated process? A program could give 

the carer options to choose target size, target distance from 

starting point, tile dimensions, the gap between tiles, number of 

targets and all time allocations associated with the interface. 

Default settings could be obtained by using able-bodied 

participants to optimise parameters. This could be used as a 

starting profile. 

Schlungbaum [5] states that the individual user interface can 

be an adapted user interface (adapted to the end user at design 

time), an adaptable user interface (end user themselves may 

change) or an adaptive user interface (interface that changes its 

characteristics dynamically at run time which is used in this 

phase). Schneider-Hufschmidt and his team [6] state that 

adaptability increases usability. Phase two of this research aimed 

to add adaptable features to the interface to produce a better 

match between device demands and user capabilities. This had to 

be achieved with minimal training time, and allow 

reconfiguration of the interface at any time. An interface would 

combine pushing the cursor in the intended direction of travel 

termed ‘discrete acceleration’ within a new paradigm that could 

also be personalised for individual capabilities. This would 

reduce the impact of noise and consequent erratic involuntary 
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movement of the cursor by presenting users with targets that best 

matched their capabilities. 

Masliah and Milgram [7] recommend a goal (target) directed 

process as a means of communication, which this study took on 

board when using a ‘Starting Area’ and target as the end points 

of navigation. The interface could be a window with targets, 

tiles, gaps between tiles and a ‘Starting Area’ for the cursor to 

start from (Figure 1). Then the user navigates to the intended 

target via tiles. At each tile an algorithm moves the cursor 

towards the intended target in a tile. The user only moves 

between the tiles using the gap. An interface was developed so 

that it can be configured to suit each individual according to his 

or her ability.  

2 ALGORITHM  

A screen conforming to Gestalt Laws was designed 

(Figure 1), where objects with similarity, proximity and 

symmetry were grouped together. Pickford [9] reports on an 

experiment carried out by Fechner in 1876, where, out of nine 

shapes, the rectangle was chosen by a group of five hundred men 

and women (33%) as their best liked. Schiff [10] states that even 

infants can perceive rectangular shapes, which further backs the 

argument for rectangles as a building block for an interface. 

Hence the rectangle was chosen as the shape for the ‘Starting 

Area’, tile and the targets. 

 

 
Figure 1 - Targets, tiles and gaps between tiles 

 

Previous investigations show that users have emotional 

reactions to colours and fonts, this interface gave the option for 

making changes to suit any user [11]. Laarni’s study also showed 

that white or yellow text on blue background was more readable, 

which was taken as the default setting for the interface.  

A target test was devised to choose the best parts of the 

computer screen to suit an individual user. Target enlargement to 

reduce pointing time was also considered at this stage [12][13]. 

Cyberlink™ was not a Fitt’s Law device [1], since bio-potentials 

cannot be used in a controlled manner to navigate a computer 

screen, it was not adapted. Hence the target sizes were fixed as a 

default, but there was also a provision for carers to change any of 

these parameters manually to cater for individual needs. There 

was also audio feedback [14][15]. The configuration settings 

took care of all time intervals. There were individual maximum 

times allocated for every target, which meant the interface 

automatically recovered to the original position (i.e. starting 

point in the middle), taking care of error recovery.  

Irregularities in user input rule out jumping directly to the 

nearest predicted target.  Instead, a step-by-step approach is 

taken that leaves the user in control at each point.  There is not 

only an automated process to personalise interfaces, but also 

provides manual choices to change any parameter of the 

interface to better match the needs of a brain-injured individual. 

The run-time profile interface thus has further features that 

allow the cursor’s path to be controlled by settings for a specific 

user (Figures 2 - 4).  These settings include:  

• Time spent on the ‘Starting Area’ to relax the user before 

navigating towards a target;  

• Time spent on each tile to control the bio-potential to 

allow navigation to take place;  

• Size of tile to suit each user, smaller tiles will control the 

cursor better, but will take longer to reach the target;  

• Gap between tiles to suit each user, the bigger the gap, 

the more work for the user and time to reach a target, 

depending on the ability of the user. 

 

 
Figure 2 – Personalising the interface 

 

 
Figure 3 – Configuring targets 

 

 
Figure 4 – Configuring starting area 
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Figure 5 – Targets 

 

 
Figure 6 – Personalising the interface 

 

 
Figure 7 – Window for configuring individual targets 

3 OPTIMISATION 

Optimisation was carried out in this phase of the research. 

Kelton [16][17] states that if a search is made for a configuration 

of inputs that maximises some key output performance, you need 

to decide very carefully which configurations you will run (and 

which ones you will not) and also choose your scenario 

carefully. As a preliminary response to this recommendation, 

four target practices with different dimensions for tiles and gap 

between tiles were presented to the participants (Table 1). The 

dimensions for targets and ‘Starting Area’ were fixed for the 

experiment since they played no part in navigation of a cursor 

from ‘Starting Area’ to the target. This was an experiment with 

no prior training for the users. The result from this phase was to 

be used as a starting point for the interface settings to be used in 

phase three with disabled participants.  

 

Tile (pixels) 

Profile Width Height Gap 

1. All low 80 30 10 

2.Medium, small gap 90 50 10 

3. Medium, large gap 90 50 20 

4. All high 130 70 20 

Table 1 – Profiles used for optimising interfaces 

 

Ten able bodied participants were used to conduct summative 

experiments with the four profiles shown in Table 1, in order to 

optimise the interface. There was a time limit of one month to 

conduct optimisation with the ten able-bodied participants, 

which limited the number of profiles to four and the number of 

participants to ten. Feedback from the development group had 

indicated that small and large tiles were difficult to navigate in 

comparison to medium tiles, hence the choice of four profiles 

shown in Table 1. The development group also indicated that 

large gap between tiles did not allow the user to control 

navigation between tiles, hence two small and two medium size 

gaps between tiles were used for the experiment. The study 

started with summative evaluations to obtain individual 

preferences for the four profiles. Then the users completed 

further summative evaluation using the four profiles to hit targets 

within a given time interval (24 x 4 trails per participant) and the 

success rate was recorded.  The data were used to obtain the best 

profile as the default for the experiments to be carried out with 

the severely brain-injured participants in the next phase of this 

research. Results obtained were analysed, and conclusions drawn 

for the next phase of the research.  

The target test (trainer program) automatically collected the 

data shown below: 

• Number of targets reached; 

• Time taken to reach the targets; 

• Dimensions of targets, tiles and gap between targets; 

• Fonts and chosen colours. 

The results of ranked profile preferences by individuals, 

eighty percent of the participants preferred Profile 2 with 

medium tiles and small gap between tiles. 

 

  Successes  Trials  %Success 

1. All low 70 240 29.2% 

2.Medium,   

   small gap 

110 240 45.8% 

3. Medium, 

   large gap 

45 240 18.8% 

4. All high 44 240 18.3% 

Table 2 – Summative Evaluation for: Success Rates 

 

The dimensions and times recorded during summative 

evaluation showed (Table 2) that the interface with medium tiles 

and small gap between tiles (Profile 2) gave a better performance 

than interfaces with small/large tiles and medium/large gap 

between tiles, as shown in Table 2, when the success rates are 

compared. Hence Profile 2 was chosen as a good default setting 

for evaluation with disabled participants. Although Profile 2 is to 

be the starting point for the next phase of this study, the 

provision to overwrite any automated process and configure 

interfaces manually gives the opportunity for carers to 

personalise using Evidence-Based Personalisation [18] and to 

create interfaces to include all brain-injured individuals (except 

the users with visual impairment, comatose or affected by 

adverse medication). No further exploration of the design space 

was required, nor was there time for exhaustive systematic 

optimisation. The approach was an engineering, rather that 

scientific method. 

4 EXPERIMENT AND RESULTS  

The experiment to be carried out here is to answer the 

question, can a disabled participant give consistent answers 

using personalised tiling and discrete acceleration? Participants 

had to wait in the ‘starting area’ for a user dependent pre-

configured delay and then reach the appropriate target within a 

22



user dependent pre-configured time, to achieve success 

(Figure 1). Table 3, shows details of participants of this third and 

final phase of research. The best settings investigated in phase 

two (Profile 2) were used as the starting point for this phase. 

Manual re-configurations had to be made for some individuals, 

over-writing the automated process due to the severity of the 

brain injury (participants 46 and 49) and usage of evidence based 

personalisation [18]. 

Data from each disabled participant was collected once or 

twice a week (Wednesday and/or Fridays), depending on the 

availability and health of the participants. Data collection 

sessions lasted twenty minutes to one hour, with one or more 

breaks as needed for each participant. The BBI was also left by 

the researcher at the Holy Cross Hospital for three weeks in a 

month, and for one week every month at Castel Froma for 

independent usage by the carers and medical staff [19]. 

The research question raised in phase three was, can a 

disabled participant give consistent answers using the 

personalised interface with discrete acceleration. The number of 

targets was from two to six depending on the severity of the 

disability. The data recorded were: percentage of targets reached 

to indicate correct answers, behaviour of participant, any 

reconfiguration of interface, changes in medication, duration of 

visit, and other input devices used. There was also one 

participant who had been able to use a foot switch. This gave an 

opportunity to double check the answers given by the user 

interface. The configuration information and the personal 

interface for each participants is shown in Figures 8 – 17.  

The head of Participant 46 had to be held by a brace, which 

prevented any electromyographic signals being used for 

communications, Participant 49 had a twitch, which resulted in 

unreliable electromyographic signals being picked up the BBI. 

This meant these two participants had to rely exclusively on 

electroencephalalographic signals to move the cursor along the 

screen, effectively limiting them to two targets. The automated 

profiles for Participant 46 had to be manually re-configured to 

bring the targets close to the ‘Starting Area’ and the height of the 

target also had to be increased, since she produced only a small 

amount of electroencephalalographic signals. The targets had to 

be moved further back manually for Participant 49, since his 

twitch produced unwanted electromyographic signals which had 

to be ignored while using only his electroencephalalographic 

signals for communications. Participants 45, 47 and 48, were 

able to use some electrooculargraphic signals in addition to 

electroencephalalographic signals, hence they were able to use 

four to six targets in their individual profiles.  

Encouraging feedback was received from the locked-in 

syndrome participant, who used his thumb to indicate approval.  

All five suitable Participants (45, 46, 47, 48 and 49) were able to 

communicate using the Cyberlink™. They could use the 

Cyberlink according to their own ability, using their personalised 

interface to communicate. The communication took the form of 

asking participants various questions connected with their day to 

day tasks, e.g., Do you want the CD player on? Do you want the 

curtains closed? Would you like a bath? Are you tired? How 

many targets do you see in the screen? These profiles below 

demonstrate how each participant had his or her individual 

interface with personalised times to suit their abilities, which 

made the interface inclusive of the five participants with 

different abilities.  

 

 

 
Part. 

No 

Institute Gender/ 

Age 

Clinical 

Diagnosis 

Additional 

Information 

45 Holy 

Cross 

M38 Locked-in 

syndrome 

Non-verbal 

46 Holy 

Cross 

F61 Severe cerebral 

haemorrhage, 

brain stem 

injury 

Non-verbal 

47 Holy 

Cross 

M45 RTA, Diffuse 

axonal brain 

damage 

Non-verbal. 

Can use a foot 

switch but it 

takes a lot of 

effort from the 

participant 

48 Holy 

Cross 

M60 Brain stem 

injury 

Non-verbal 

49 Castel 

Froma 

M32 Traumatic Brain 

Injury 

Non-verbal, 

can respond 

by thumb 

occasionally 

Table 3 – Details of the participants used in phase three 

 

 
Figure 8 – Profile of Participant 46 

 

 
Figure 9 – Profile settings of Participant 46 

 

 
Figure 10 – Profile of Participant 49 
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Figure 11 – Profile settings of Participant 49 

 

 

 
Figure 12 – Profile of Participant 47 

 

 
Figure 13 – Profile settings of Participant 47 

 

 
Figure 14 – Profile of Participant 48 

 

 
Figure 15 – Profile settings of Participant 48 

 

 
Figure 16 - Profile of Participant 45 

 

 
Figure 17 – Profile settings of Participant 45 

 

The success rate was measured only with disabled 

participants. Participants 47 was able to use a foot switch. This 

was valuable at times for double-checking answers given. The 

success rate averaged around 75% for all these participants As 

Table 4, shows, three participants (45, 47 and 48) could launch 

applications such and switch devices. We have thus achieved a 

wider range of Participants. 45, 47 and 48 had television and 

music systems in their room and showed interest in doing more 

with the interface than other participants. These three 

participants used the interface to control these devices and also 

launch applications such as the Internet browser. Participant 47 

had days where he wanted to be left alone, which reduced his 

success rate. However, on a good day he used the interface to 

communicate, switch devices and launch applications.  The 

ability of these three participants to do more than communicate 

demonstrated the superiority of a personalised interface that can 

expand or shrink the number of targets to match an individual’s 

capability. Several participants had problems with their eyesight 

and were greatly encouraged by audio feedback that enhanced 

their experience.  The text to sound facility incorporated in the 

target of the interface also lets users, hear any phrase they 

wanted to use, not just YES or NO. 

 
Participant Used text to 

audio  

Launched 

applications 

Switched 

devices 

46, 49 Yes No No 

45, 47, 48 Yes Yes Yes 

Table 4 – Evaluation Results 

 

The provision of personalisation greatly improved the 

interface by giving a facility to configure the interface to suit 

each participant as shown in Figures 8 to 17. This interface also 

gives the user the possibility of another target test and 

reconfiguration at any time, which reduces error frequency.  

Further flexibility in the interface is provided by adaptable 

dimensions (manual configurations), fonts and colours, which 

can cater for colour blindness and other visual impairments. The 

24



speech therapists (three from Holy Cross Hospital and one from 

Castel Froma) and the Matrons in both institutes were able to 

carry out independent usage of the BBI for daily routine 

communications. Communications with participants were carried 

out at least three times a week in Holy Cross Hospital by support 

staff in addition to the visits by the researcher. Apparatus was 

left for independent usage three weeks a month at Holy Cross 

hospital.  Independent usage was carried out at Castel Froma 

three times a month minimum, but the Apparatus was left there 

only one week per month 

7 CONCLUSIONS & FUTURE WORK 

All five brain-inured participants chosen for this the research 

were able to use the interface to varying degrees to communicate 

and control applications. This demonstrated the inclusivity of 

interface, leaving out only participants who had serious visual 

impairment, were in comatose or adverse effect of daily 

medicine intake.  The rate of success averaged around 75% for 

all participants. Participants 46 and 49 were able to use the 

interface to communicate using a two target Yes or No interface, 

due to the severity of their brain injury. Participants 45, 47 and 

48 had television and music systems in their rooms and showed 

interest in doing more with the interface than the other 

participants. They were able to switch devices on and off and 

also launch the Internet using their interface. The success rate for 

Participants 45 and 48 averaged around 75%, but Participant 47 

had days where he wanted to be left alone, which reduced his 

success rate.  The ability of these three participants to do more 

than communicate demonstrates the superiority of a personalised 

interface that can expand or shrink the number of targets to 

match an individual’s capability. 

This research shows that the combined discrete acceleration 

and personalised tiling allows faster and more extensive 

interaction.  Discrete acceleration has been shown to improve 

performance.  A flexible interface can be configured to suit each 

person, with targets positioned by either using the target test 

program or manually placing them where participants wish.  As 

a result, we have been able to extend effective interaction for 

some users to tasks beyond simple communication.   

The carers were able to use it as part of their communication 

with the disabled individuals. A portable BBI which can be used 

in the field outside the laboratory environment to carry out 

independent usage for daily routine communications was one of 

the main achievements of this research. At present the 

researchers are working on visually impaired to communicate 

using the interface developed in this research. 
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Towards natural human computer interaction in BCI

Ian Daly1 (Student) and Slawomir J Nasuto1 and Kevin Warwick1 

Abstract.  BCI systems require correct classification of 
signals interpreted from the brain for useful operation. To this 
end this paper investigates a method proposed in [1] to correctly 
classify a series of images presented to a group of subjects in [2]. 
We show that it is possible to use the proposed methods to 
correctly recognise the original stimuli presented to a subject 
from analysis of their EEG. Additionally we use a verification 
set to show that the trained classification method can be applied 
to a different set of data. 

We go on to investigate the issue of invariance in EEG 
signals. That is, the brain representation of similar stimuli is 
recognisable across different subjects. 

Finally we consider the usefulness of the methods investigated 
towards an improved BCI system and discuss how it could 
potentially lead to great improvements in the ease of use for the 
end user by offering an alternative, more intuitive control based 
mode of operation. 

1 INTRODUCTION 

Brain computer interfaces (BCI’s) are able to provide 
alternative methods of communication. This can allow 
individuals with severe motor disabilities additional channels for 
communication with their family and friends and control of their 
environment [3]. 

The majority of BCI systems work via the reading and 
interpretation of cortically evoked electro-potentials across the 
scalp via an Electro-encephalogram (EEG) or Magneto-
encephalography (MEG) system. The subsequent classification 
and interpretation of this data is an area of much current research 
as it offers the key to improved performance of BCI systems and 
improved quality of life for individuals who require such 
systems. 

Traditionally BCI research has focused on signals that are 
quickly identifiable by simple and fast classification 
methodologies. This is to get the systems working reliably for 
end users quickly. However this approach hasn’t always resulted 
in intuitive systems. For example much research has gone into 
classifying motor movement signals [3] and quickly classifiable 
events generated by indirect means such as the P300 [2]. While 
these control methodologies work reliably and can be performed 
quickly on relatively cheap technology they are not an ideal and 
intuitive means for humans and computers to interface. It’s not 
necessarily intuitive for the end user to have to attempt to move 
their foot to spell a word for example.  

This is a serious drawback from the human computer 
interaction perspective. Unintuitive control signal perception 
tests which are unrelated to the intended outcome make the 
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interaction cumbersome and may result in subject’s fatigue, loss 
of concentration and an increase in error rates. Such tasks may 
effectively act to distract the subject from their goal. 

To this end this paper details an investigation into the 
methods proposed originally in a series of papers [1], [4], [5] and 
[6]. These methods attempt to recognise the original stimuli 
presented to a subject from EEG recordings made while the 
subject was exposed to a range of different stimuli. 

This potentially opens up the possibility for creating BCI 
systems whose mode of operation is more direct and task-
relevant, and hence more natural and intuitive for the end users. 
This is could provide a less tiring system which can be operated 
in a more focused manner and hence with improved levels of 
overall performance, concentration and motivation for the end 
user who can now concentrate solely on their desired goal. 
Subsequently human computer interaction within BCI could be 
able to more directly meet the needs of the end users. 

The authors of the papers investigated here report high 
recognition rates achieved via their methods. However no 
apparent attempt is made to verify these results against a third 
data set. The recognition methods used can be thought of as a 
type of classification method. Prototype waveforms are matched 
using a trained and optimised filtering technique to trials from a 
training set via a Euclidean distance calculation. However unlike 
standard classification methods no attempt is made to verify the 
classification by applying the classification results to a 
verification data set. It is well known in classifier research that 
typically high classification rates achieved on the training data 
do not guarantee especially good results on new data sets. 

Therefore we attempt to properly evaluate and extend these 
methods to show whether they can be used to successfully 
classify the original stimuli presented to subjects during an 
experiment intended to evoke P300 events for use in a BCI 
system. Furthermore we attempt to apply the results of our 
classification to a verification data set. 

The data we use comes courtesy of the work of Ulrich 
Hoffman et. al. [2] and was originally used to train and verify 
classification methods for identifying P300 events. The P300 
events were evoked by the subjects’ exposure to a series of six 
different images. Their intention was to use the most successful 
classification methods for identifying P300’s in a BCI system to 
assist with communications and control for disabled individuals. 

Here we attempt to apply the methods outlined in [1], [4], [5] 
and [6] to identify which image the subjects from [2] were 
looking at in each trial. 

Additionally [5] and [6] indicate a level of invariance across 
sessions and subjects. That is, trained classifiers from one 
subject or session are shown to be able to correctly recognise 
trials from a different session or subject. Verifying this is 
important to BCI work as it indicates whether a trained classifier 
can be used again to classify trials at different times or from 
different subjects. 
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2 METHODS  

Data analysis outlined in [1], [4], [5] and [6] share common 
fundamental steps with a few problem specific modifications. 
We based the approach on that outlined in [5] as this paper 
describes results obtained from visual stimuli, hence the stimuli 
type was the closest to the one used in our studies. 
 
Table 1. Steps performed by our method. 

1. Separate the trials corresponding to each stimulus for 
an individual session into Prototype, Training and 
Verification sets. 

2. Normalise each of the trials. 
3. Subtract out the pre-stimulus baseline. 
4. Mirror and smooth the data using a Gaussian function 

(exploratory). 
5. Fourier transform the trials. 
6. Optimally filter the trials with a 4th order Butterworth 

filter. 
7. Estimate the inverse of the Fourier transform. 

 
2.1 Recording 
 
The data used was recorded from 8 subjects observing a series 

of 6 randomly presented images as detailed in [2]. The subjects 
were asked to count the occurrences of a particular image with 
the intention of evoking a P300 event which could then be 
classified. 

Both uni-polar and bi-polar montages where used for the 
analysis. The average of the two mastoid channels was used as 
the reference for the uni-polar electrodes. 

The following uni-polar electrodes were used. 
 
FP1, AF3, F7, F3, FC1, FC5, T3, C3, CP1, CP5, T5, P3, PZ, 

PO3, O1, OZ, O2, PO4, P4, T6, CP6, CP2, C4, T4, FC6, FC2, 
F4, F8, AF4, FP2, FZ, CZ. 

 
The following bi-polar electrodes where used. 
 
CZ-C4, CZ-P4, CZ-PZ, CZ-P3, CZ-C3, F4-FP2, F4-F8, C4-

F8, C4-T8, C4-P8, P4-P8, P3-P7, C3-P7, C3-T7. 
 
2.2 Data separation 
 
Our data set for a single session is made up of four runs, for 

each of which a different stimulus was chosen to be the target 
intended to evoke a P300 event. For the purpose of our study we 
treat these four runs as a single data set. 

From this data set we identify individual trials. The inter-
stimulus interval used in the experiment was 400ms; there was 
also a 400ms pre-stimulus length of recording made for each 
session. Thus each trial is identified as a 400ms window of 
observations occurring sometime after the first 400ms of 
recording and identified explicitly by the meta-data provided 
with the recordings from [2]. 

We subsequently separate these trials into 6 sets, one set for 
each stimulus. We then further separate these 6 sets into 3 
subsets, labelled as Prototype, Training and Verification sets 
with equal (or as close to as the size of our set allows) numbers 
of trials in each. 

The original experiments within a session were performed in 
different runs over a number of days. In order to account for the 
potential time dependence of the stimulus waveforms we 
constructed the stimulus prototypes from waveforms extracted 
from each run. 

The training and verification sets were constructed in an 
analogous way. 

This expands on the work in [1], [4], [5] and [6]. In that work 
only classifier training was performed and reported with no 
verification data set used. 

 
2.3 Pre-processing 

 
For each individual trial in each one of these subsets we 

perform the following pre-processing steps. 
Firstly we take the pre-stimulus baseline, that is the first 

400ms of recording prior to stimulus onset at the beginning of 
our session and normalise to the range -1 to 1. We then 
normalise the individual trials into the same range and subtract 
the baseline from each normalised trial. 

In order to increase the signal to noise ratio the training and 
verification waves were averaged over five trials giving eight 
averaged waveforms in each training and verification subset for 
each stimulus. 

We then took every trial in our Prototype subsets and average 
them all together to form a single Prototype wave form. 

As an additional step here we investigated a technique 
introduced in [4] to use a mirroring technique in conjunction 
with a Gaussian function to smooth the trials for the subsequent 
use of Fast Fourier transforms. 
 

2.4 Analysis 
 
The training is performed by calculating a Euclidean distance 

between a prototype corresponding to a given stimulus and the 
input wave form at a given pass-band frequency and electrode 
location. The exhaustive search of pass-band frequencies and 
electrode locations is used to find the best parameters for the 
classifier. 

 
Fig 1. Typical prototype and test waveforms for stimulus 3 at a low 

pass value of 12Hz and width of 2Hz after a Fourier transform, filtering 
with an optimised filter and an inverse Fourier transform. 
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To illustrate further we take a given prototype for a given 
stimuli and a wave form from each of the training subsets for 
each stimuli. Thus for example if we were trying to classify 
stimuli number one (a picture of a television), we would take the 
prototype waveform for stimuli one and one waveform from the 
training subset for each stimuli, so one waveform for stimuli 
one, one waveform for stimuli two etc. 

We then performed a fast Fourier transform on both the 
chosen prototype and each of the chosen training waveforms. 
We pick the optimal band-pass parameters for a fourth order 
Butterworth filter and filter both the prototype and each of our 
training waveforms with these same parameters. We then 
perform an inverse fast Fourier transform to put all our 
waveforms back into the time domain. 

A typical prototype waveform is shown next to a typical test 
waveform in Figure 1 and the steps used in this method are 
summarised in Table 1. 

 
2.5 Mirroring and Gaussian smoothing 
 
Our analysis method involves filtering in the frequency 

domain to obtain the best match between our Prototypes and the 
Training trials for the same stimuli. Therefore our methods 
include both a Fourier transform and an inverse Fourier 
transform. To achieve faster computation times at this stage we 
here investigate a method proposed in [4] and used in [4], [5] 
and [6] but not in [1]. We therefore investigate the effects on the 
classification results both with and without including this step in 
our pre-processing. 

The technique is as follows. For each waveform (a Prototype, 
Training or Verification waveform) we took the complete 
sequence of observations in the waveform and placed them at the 
centre of a sequence 2,048 observations thus scaling the data to a 
size of 2n to allow faster processing of our Fourier transforms in 
the analysis section. 

We then mirrored the first half of our shorter centred 
sequence onto the first half of the longer sequence before the 
start of our shorter sequence and the end half of our shorter 
sequence onto the end of the longer sequence after the end of our 
shorter sequence. We then positioned a Gaussian function in the 
centre of our entire longer sequence and set its standard 
deviation equal to half the length of our shorter sequence. 

Finally for every observation in either the beginning or end of 
our longer sequence outside of our shorter sequence we 
multiplied the value of the observation by the ratio of the value 
of our Gaussian function at this point to the value of the 
Gaussian function at either the beginning or end of our shorter 
sequence respectively.  

This is illustrated in Figure 2. 
 
 

 
Fig 2. Mirroring and Gaussian smoothing process schematic. 
 
2.6 Recognition surfaces 

 
As we don’t know the optimal band-pass parameters we 

perform the above analysis for each waveform from our group of 
eight waveforms in the training subsets. When we sum the 
results together for our groups of eight waveforms it’s possible 
to produce for each electrode a recognition rate surface (correct 
matches on the training set against the low pass and width of our 
band-pass filter). 

By finding the peak in this surface we can identify the 
optimal classifier parameters for a given electrode. If these 
optimal parameters provide good performance when used to 
classify trials from the verification set then we can say a good 
rate of verification has been achieved. 

The classifier training can therefore be thought of as a kind of 
dimensionality reduction. We take a set of parameters for a given 
subject and session, EEG channel, band-pass parameters etc. and 
reduce them down to a single point (the peak in the recognition 
surface). The parameters at this point are said to be trained and 
we use them to classify data in our verification data. Thus only 
the peaks in the recognition surfaces are considered for analysis. 

By way of illustration, if we have a peak in our recognition 
rate surface for the training data with a low pass frequency of 
5Hz and a band-pass width of 3Hz at electrode C3 we should get 
a high rate of classification when attempting to match the 
waveforms in the verification set to the prototype using these 
parameters. We therefore select the same electrode and filter 
using these parameters on the verification set before calculating 
using the Euclidean distance calculations to find the recognition 
rate. If we get a similarly high rate of recognition with these 
parameters in the verification data set we can say we have a 
correctly verified classification method. 

3 RESULTS 

 
We present the classification rates achieved from different 

subjects and sessions and look at the verification of these 
classification methods by applying the trained classifiers to our 
verification data sets. We will investigate how classifiers trained 
on one subject perform classifying data from another subject to 
test inter-person invariance. Analogously the temporal 
invariance is investigated by testing how classifiers trained on 
one session perform on data from another session. 

 
3.1 Training vs. Verification surfaces 
 
We constructed recognition rate surfaces for the training and 

verification sets. These allowed a visual inspection and 
comparison between the locations of the optimal parameters for 
best recognition (the highest peaks in the recognition rate 
surfaces) in the two different sets. 

For a given session, for a given subject, recognition rate 
surfaces are compared for each channel and for each stimulus. A 
large correlation was found between the training and verification 
surfaces for some stimuli and for several electrode locations. The 
results of these correlations are not presented here due to space 
constraints.  

Table 2 lists the best recognition rates achieved with the 
training data and the corresponding rate of recognition when 
these trained parameters are applied to the verification data set. 
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Table 2. Optimal filter parameters obtained on the training data 
against the recognition rate achieved when applying these parameters 
to the verification data. Uni-polar electrodes only. 

Training Verification 

Optimal filter 
Sub
ject Lower cut 

off (Hz) 
Upper cut 
off (Hz) 

Best EEG 
sensor 

Recon. 
Rate 
(%) 

Recon rate 
(%) 

S1 11 18 AF3 100 75 

S2 39 43 FP1 100 87.5 

S3 21 30 F4 100 100 

S4 12 14 FC1 87.5 75 

S6 17 22 CP1 87.5 62.5 

S7 16 20 P8 100 50 

S8 8 10 FP1 100 100 

S9 9 11 P7 100 100 

Table 3. Recognition rate achieved using the following optimal 
parameters from subject 6 on the training data. EEG channel = PO4, 
band-pass lower cut off = 9Hz and band-pass upper cut off = 12Hz, 
against recognition rate achieved by applying these parameters to the 
verification data. 

Training Verification 
Prototype source 
(subject / session) 

Trials source 
(subject / session)  Recon. 

Rate (%) 
Recon. 
Rate (%) 

6 / 1 6 / 2 100 87.5 

6 / 1 6 / 3 100 100 

6 / 1 6 / 4 100 62.5 

6 / 1 7 / 1 100 75 

6 / 1 8 / 1 100 100 

 
 

 
Table 4. Confusion matrices. Target stimuli against the results of each classifier. Results are averaged across subjects, sessions and waveform 

presentations and are hence out of 256. Uni-polar electrode montage.  

Training data  Verification data 
  Target stimuli    Target stimuli 
  TV Phone Lamp Door Window Radio    TV Phone Lamp Door Window Radio 

TV 205 16 0 12 11 12  TV 63 50 4 52 42 45 
Phone 13 206 0 8 15 14  Phone 54 58 5 47 42 50 
Lamp 2 1 251 0 1 1  Lamp 10 10 212 6 12 6 
Door 11 17 1 204 13 10  Door 48 49 6 53 39 61 
Window 6 14 3 9 212 12  Window 50 49 9 44 52 52 

C
la
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Radio 15 11 1 9 13 207  C
la

ss
if

ie
r 

re
su

lt 

Radio 46 39 7 49 56 59 
 
These results are for session four, for stimuli number three for 

each subject. 
Table 4 shows confusion matrices which illustrate the 

performance of this method. Notice that in the training data a 
large number of correct recognitions are made. However these 
high rates of training data recognition only translate into a high 
rate of classification within the verification set for the lamp 
stimulus. 

To asses the statistical significance of these results we 
considered the null hypothesis that the results where obtained by 
random chance. This is modelled by a binomial distribution with 
p=0.5. The results for the correct classification of the lamp from 
the verification set was 212 correct matches out of 256 and had a 
statistical significance of p < 1% from our null hypothesis 
distribution. Therefore we can say this is a statistically 
significant result. 

By way of contrast we also assessed the probability of 63 
correct classifications (as occurs for the TV stimulus in our 
verification set). The probability of this occurrence from our null 
hypothesis binomial distribution shows that this result is not 
statistically significant. 

It’s important to note that in general the results showed some 
level of correlation between training and verification for each 
stimuli. However the only statistically significant peaks were 
produced by stimuli three and it is these results that are presented 
here. This is discussed further later. 

 
3.2 Mirroring and Gaussian smoothing 
 
As the original work we are investigating uses the technique 

of mirroring and Gaussian smoothing in [4], [5] and [6] but not 

in [1]. We investigated the effects on the classification and 
verification processes both with and without using this 
technique. 

When Gaussian smoothing was used the general effect was to 
lower the size of the peaks in our recognition rate surface. That 
is when using the Gaussian smoothing technique when training 
our classifier we were unable to achieve as high a rates of 
recognition as we could without using it. Therefore while all the 
analysis was done both with and without the use of the Gaussian 
smoothing technique we here present only the results obtained 
from not using it. 

 
3.3 Invariance between subjects and sessions 
 
One of the key claims of the [1], [4], [5] and [6] is that there 

exists a level of invariance between the representation of a 
stimulus across multiple sessions or subjects. That is; a prototype 
for a given stimulus could be used to correctly classify that 
stimulus in multiple trials across different subjects or over time. 

Assessing the validity of this claim is very important for any 
potential applications of this technique to a BCI system. If the 
same trained classifier can recognise stimuli from different 
subjects or across different days then the need to retrain the 
classifier is reduced to a practical amount for the end users 
needs.  

The similarity of the peaks in the recognition surfaces for the 
training and verification sets already show a certain level of 
invariance between different trials within one session. However 
for our purposes it’s necessary for us to show that this invariance 
extends across sessions and across subjects. 
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(a)  (b)  

Fig 3. Recognition rate surfaces for unipolar electrode montage, channel FP1 (a) and bipolar electrode montage, channels C4 – T6 (b) The darker the 
surface the higher the rate of recognition at these filter parameters. 

To assess the invariance levels we take a trained prototype 
from one subject / session and apply it’s parameters to verify 
trials from a different subject / session. For example to show that 
there exists a level of invariance between the representations of 
the stimuli of a picture of a lamp within the EEG of subjects one 
and two we take the trained prototype for this stimuli from 
subject one and attempt to use it to classify the trials from 
subject two. 

We created a recognition rate surface for the prototype from 
one subject / session applied to the verification data from a 
different subject / session and compared it to the recognition rate 
surface for the training data. 

Table 3 shows examples of the optimal parameters from the 
training being applied to classify data from a different subject / 
session. 

We noticed a strong intersession correlation between the 
classification and verification surfaces. We also noticed a strong 
inter-subject correlation in the recognition surface peaks between 
the classification and verification sets. This suggests a level of 
invariance in the brains response to stimulus across a short 
period of time and across different subjects. 

 
3.4 Montages 
 
The analysis was performed using both uni-polar and bi-polar 

montage systems.  
The effects of the use of these different montages are 

negligible. Generally equally good recognition rates appear to 
have been achieved from both the uni-polar and the bipolar 
montages. The only significant difference is in the shape of the 
recognition surfaces produced. The recognition surfaces 
produced with the uni-polar montage are in general fatter than 
the surfaces produce by the bipolar montage. 

Two such example surfaces are compared in figure 3 (a) and 
(b). 

4 DISCUSSION  

 Our results are able to verify the classification methods 
investigated for individual stimuli during individual sessions. 

That is, for a given session with a given subject we have shown 
that a peak in the recognition rate surface of the training set for 
certain specific stimuli has a correlation with the peak in the 
recognition surface of the verification set for that same stimuli.  

It's important to note that we obtained very different 
recognition surfaces for different stimuli. For stimuli number 
three the recognition surfaces were of a very distinct shape with 
one or occasionally two clearly defined peaks that were closely 
matched in the classification and verification surfaces.  

While the optimal classification parameters from the training 
set led to in general high recognition rates on the verification set 
the recognition rate surfaces for other stimuli were less distinct. 
This is most clearly indicated by our confusion matrix for our 
verification set in Table 4. We achieve high rates of correct 
classification with stimulus 3 but much lower rates with the 
other stimuli. 

This implies that while it is clearly possible to classify 
original stimuli from EEG recordings as shown by the trials for 
stimuli three, certain stimuli do produce more distinct and easily 
classifiable signals then others. Why this should be is unclear at 
this stage and may be a course of further investigation. 

In the original methods, [1], [4], [5] and [6], the recognition 
rate surfaces for each stimuli were summed together to get a 
higher more distinct signal peak. The parameters at this single 
peak could then be used to recognise any stimuli using the 
appropriate prototype. We were unable to verify this summation 
technique due to the unclear results produced by some of the 
stimuli. However if different original stimuli were presented to 
the subject that each produced clear recognition surfaces it may 
be possible to use this technique to achieve better results. 

The methods used in our data source [2] count the 
occurrences of a P300 event triggered by the subject counting 
the occurrences of a particular image. This means that for some 
of the trials we are using there will be a P300 event within the 
EEG. We therefore must consider here the possibility of such 
events causing a distortion on our results. 

Due to the averaging of trials described in section 2.2 the 
effects of a P300 event within an individual trial are thought to 
be negated. This is further supported by our experimental results 
which don’t show any distortion that could be attributed to a 
P300 event. 
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4.1 Invariance 
 
The results achieved from using the prototype from one 

session to classify trials from a different session or even from a 
different subject are very encouraging. We can very clearly see a 
level of invariance here across sessions and subjects. That is, a 
prototype trained on one session for one subject can be used as 
the basis for producing verified classification results for a 
different subject or a different session for that same subject. 

We can therefore say that there exists a level of invariance 
across subjects in the representation of stimuli within the EEG. 
Because all the sessions for a subject are recorded within a 
relatively short period of time (for every subject the time 
between the first session and the last session was less then two 
weeks), we cannot confidently claim the results to show 
invariance over time. However as there exists a level of 
invariance over subjects then a level of invariance over time is 
thought to be likely. 

 
4.2 Applicability to BCI 
 
The usefulness of these results within a BCI system is an 

important point of consideration. The possibility of correctly 
classifying the original stimuli presented to subjects from their 
EEG alone offers a lot of potential to end users of BCI systems. 

There exists considerable research to suggest that the 
representation of actual events within the brain and the 
imagination of the same events are closely correlated [3]. For 
example the brain representation of movement and the 
imagination of the same movement are very similar. It is this 
principle that forms the basis of much research in motor control 
based BCI’s [7]. The end user imagines moving some part of 
their body and this is interpreted as a movement by the classifier. 
As both able bodied and disabled individuals are able to imagine 
movement this allows disabled individuals the ability to use a 
BCI system by imagining motor movement. 

It follows that the brain representation of stimuli and the 
imagination of the same stimuli by the individual are likely to 
have a close correlation for a wide range of different types of 
stimuli. Furthermore if it is, as we show here, possible to 
recognise original stimuli in the form of images from the EEG 
then it should be possible to recognise the imagination of the 
same stimuli from the EEG. 

This leads us to the potential of more natural forms of human 
computer interaction within a BCI system. Instead of controlling 
a system indirectly via an external device or directly but by none 
intuitive means that can often actually distract from the task they 
are attempting to perform, such as moving a toe to spell a word. 
The possibility is suggested that much more natural and direct 
control could be achieved by recognising stimuli or imagined 
stimuli such as command words from the EEG. 

This suggests the possibility for a form of human computer 
interaction within BCI that allows much more direct, less tiring 
and potentially faster control for the user. As an example 
consider a speller which works from the users imagining of 
command words. It’s easy to see how this methodology could 
provide a higher level of natural, task relevant control to the 
user. 

The encouraging results in the invariance experiments 
furthermore suggest that this method could be applied over time 

and over different subjects resulting in more intuitive natural 
ways for humans and computers to interact that can be applied in 
the real world. 

It is important to note that although there is evidence to 
suggest that trained classifiers on one subject / session can be 
applied to a different subject / session there also is a level of 
variability in the best EEG sensor. That is, the EEG sensor with 
the highest recognition rate for one subject may not have the 
highest recognition rate on a different subject. The amount of 
effect this will have on the applicability of this technique to a 
BCI system is a subject for further investigation. 

Therefore the applicability of this technique in a BCI requires 
further evidence to quantify. However this study indicates that 
this is an area of research worth investigating further. 

5 CONCLUSIONS 

The results obtained during the course of this investigation 
are promising. It is possible to use the EEG recording made 
while subjects are exposed to a range of different stimuli to 
recognise the original stimuli presented to the subject. We show 
that high classification results can be achieved for certain stimuli 
by using a prototype (or template) of the stimuli and a trained, 
optimised filter. We go on to verify that this trained 
classification method can be used to achieve high rates of 
recognition in a third data set. 

We also show that there exists a level of invariance across 
different subjects and different sessions for the same subject. 
Prototype data from one subject or session can be used to 
achieve high classification results with a different subject or 
session. 

These results indicate a new approach to more intuitive and 
natural forms of, either goal based or control based, human 
computer interfacing. 
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BrainGain: BCI for HCI and Games 

Anton Nijholt1, Jan B.F. van Erp2, Dirk Heylen1 
 

1Abstract. In this position paper we describe part of the Dutch 
BrainGain research project on Brain Computer Interfacing (BCI) 
and our planned research in this project. We focus on BCI 
research for healthy users. In the BrainGain project our task is to 
look at Human Factors aspects of BCI applications, to look at 
multimodal interactions that include BCI interactions, and to 
design games, game environments and game interfaces that 
allow BCI interactions. Recently we see game companies taking 
an interest in BCI, among others leading to some games where 
movements of the ‘healthy’ user help to intensify brain patterns 
that control a virtual environment. One line of research we hope 
to exploit is the use of BCI in exertion interfaces. 

1 INTRODUCTION 

BCI (Brain-Computer Interfacing) has become a research topic 
in computer science and, in particular, human-computer 
interaction. In 2007 a large scale BCI project was approved in 
the Netherlands. This BrainGain project 
(http://www.nici.ru.nl/braingain/) started in September 2007 and 
is funded by the Dutch government with 14 million Euro. Part of 
this funding is assigned to BCI research for the ‘healthy user’. 
That is, research that does not necessarily aim at results and 
applications for users with special needs. In the project 
description it is mentioned that: 
• The psychiatric and neurological professionals in the 

consortium also want to investigate the use of modern 
methods of analysis of brain signals for specifically 
developed therapies. These developments could also be 
applied to the needs of healthy users, in terms of health, 
performance, or quality of life. For example, the costs of 
stress to the society are high, and learning to relax, 
concentrate or meditate could provide a useful application 
of BCI for healthy users. 

And there is an economical perspective too: 
• In order to also create an economical impulse, the 

consortium will develop a broad range of applications, 
which will allow healthy users to also benefit from the 
newly developed technologies. Possible applications 
include entertainment, such as computer games driven by 
brain signals. Or, in more professional surroundings, to 
present information on a computer screen only when visual 
attention is detected, such as might be useful for air traffic 
controllers or customs officials checking scanned luggage. 

 
From [1]: “Also, the elderly in general and the 100 million 

baby boomers in specific –in control of the largest concentration 
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of funds than any other demographic group– will demand longer 
life, personalised health care, intelligence and memory support, 
and improvement of their senses and mobility.” Future interfaces 
will allow us to communicate at an emotional and intentional 
level. Sensors and actuators will be integrated everywhere in our 
environment. They will capture verbal, nonverbal, physiological, 
and brain information and this information will be processed and 
interpreted in order to support the users in their daily activities. 

Obviously, also in professional environments captured 
information can help the environment to support a user in 
performing his tasks. BCI can play a role in solving the threat of 
sensory and cognitive overload for, for example, pilots and crisis 
team members, but also for everyday life activities such as 
driving, controlling devices and gaming. Especially in the latter 
applications the hardware must be designed for use in everyday 
life, i.e. unobtrusive, lightweight and wearable, preferably 
wireless, and with low power consumption. Often there is not a 
single task to be performed, as is mostly the case for severely 
disabled persons. Moreover there is information to be captured 
and fused from various input modalities and brain activity 
displayed in various brain regions with not always 
distinguishable functions. 

2 BCI FOR HEALTHY USERS: TOPICS 

In the part of the BrainGain project that is devoted to BCI for 
healthy users we have chosen the following topics to research 
[1]: 
• Attention Monitoring and Adaptation: To stay highly 

alert for extended periods of time is critical for flight 
controllers, truck drivers and security personnel scanning 
luggage or checking many video monitors. To detect visual 
alertness is an important prerequisite to warrant user 
performance. Experiments have shown that ongoing brain 
activity (in particular posterior alpha activity) is a better 
detector of visual alertness than behavioural measures. 
These new findings could be used to create a BCI that 
determines the user’s visual alertness and for example 
adjust the visual load in the interface or even advise the user 
to take a break. Such systems can be installed at airport 
traffic controllers, security inspectors etc. The combination 
with other physiological measures used in HCI is an 
important multi-dimensional challenge. 

• Classifying Images: The brain outperforms software tools 
when it comes to classifying images or the semantic 
understanding of images. In many areas, enormous amounts 
of images are available but very hard to access because they 
are not labelled. Automatic analysis of image contents is 
very difficult and despite the huge efforts put into machine 
algorithms, limited progress is made, while the brain does 
these kinds of tasks very easily. Using a BCI may give us 
access to these very powerful brain mechanisms to interpret 
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images. E.g., specific event related potentials may occur 
when a primed object is present in an image, even when 
many images are shown in rapid serial presentation. By 
using this effect, observers may be able to reliably classify 
images at very high speeds. 

• Motion Control for Virtual or Remote Worlds: The 
general question here is “to what extent can brain signals be 
used for navigation in (relatively) fast in-the-loop 
applications for gaming, simulation, and remote control 
applications”. In these areas, using our locomotion system 
as input device (e.g., walking on a treadmill) is 
cumbersome, complicated and expensive. Usually, motion 
control is accomplished by keyboard or joystick, sometimes 
in combination with a head tracker to allow for a natural 
way of looking around. The drawback of these motion 
control devices is that they are unnatural, possibly 
disturbing the user’s feeling of presence, and that they 
occupy the hands. The latter is undesirable when the hands 
are required to interact with the remote or virtual world. In 
this research hands-free (self-) motion control interfaces 
based on brain signals will be investigated. 

• Multimodal Measures of the User Experience: In this 
research we investigate the following topics. (1) 
Brainsignals and user experience: In the case of intelligent, 
adaptive interfaces the system tries to adapt itself to the way 
the user experiences the interaction. The brain signals 
contain information about this experience. In a series of 
controlled experiments it will be determined what 
brainsignals can tell us about the user experience. (2) 
Correlations between brainsignals and other information 
from the body: Measures of biosignals such as heart rate, 
respiration, perspiration, body temperature and muscle 
tension can point to factors of the user experience as well. 
In experiments brainsignals will be traced together with 
other physiological measures and information from voice, 
face and head. (3) Expressivity and reliability: For each 
modality and each combination of modalities it has to be 
determined what they can express and how reliably they 
express this. Combination of modalities reduces noise and 
can dissolve ambiguities. It is important to have a good 
indication of the reliability of the various measures. (4) 
Interface: The inferences about the cognitive and affective 
state of the user that can be made on the basis of the 
information from the various measures will be used in the 
development of adaptive interfaces for games. 

• Employing BCI in game environments: Currently there is 
a development from traditional videogames using keyboard, 
mouse or joystick, to games that use all kinds of sensors 
and algorithms that know about speech characteristics, 
about facial expressions, gestures, location and identity of 
the gamer and even physiological processes that can be 
used to adapt or control the game [2]. The next step in game 
development is input obtained from the measurement of 
brain activity [3,4]. User-controlled brain activity has been 
used in games that involve moving a cursor on the screen or 
guiding the movements of an avatar in a virtual 
environment by imagining these movements. Relaxation 
games have been designed and also games that adapt to the 
affective state of the user. For the design of game and 
training environments we need the integration of theoretical 
research on multimodal interaction, intention detection, 

affective state and visual attention monitoring, and on-line 
motion control. It also requires the design of several 
prototypes of games. Some of these games will be 
elaborated into events for the general audience (as 
dissemination projects). Next to games for amusement we 
will explore (serious) games for educational, training and 
simulation purposes. Selection and design of BCI methods 
feasible for commercial computer games is still difficult. 
Here price, ease of fitting, required data rate, etc. put strict 
constraints on the technology. However, the computer game 
industry is ready to embrace these applications and can 
even drive some of the developments. 

 
It should be mentioned that the development of (serious) 

brain games fits in many initiatives in the Netherlands to develop 
company-based game technology, such as the Benelux Game 
Initiative (BGIn) in which Dutch game development companies 
are the founding fathers and the GATE research project (started 
in 2006) in which many Dutch game development companies are 
involved. The entertainment games market in the Netherlands 
was estimated (AGS) 200MEuro in 2005 and is growing, with 
impact on education, care, sports and digital lifestyle. For serious 
gaming the market was estimated to be over 350MEuro, with 
areas of interest that include care, safety and defense. Initiatives 
to stimulate economic activity in these areas are taken by 
governmental organizations (Ministry of Economic Affairs, and 
others). 

3 BCI FOR GAMES 

3.1 BCI for Games: Commercial Explorations  

Presently, the majority of BCI users are patients that do not have 
control, or full control, of their muscles and that have to learn to 
control a prosthetic device, a communication device, or a 
mobility device (e.g., a wheelchair) by thought. Nevertheless, 
there are various reasons to look at the use of BCI technology in 
the context of exertion interfaces [5] for healthy users. Exertion 
interfaces are interfaces that deliberately require physical effort. 
These interfaces can play a role in sports, health (fitness), and 
entertainment. Often they are accompanied with a large screen 
where opponents are displayed and where computer vision and 
other sensors are used to capture the bodily activity of players. 
There are good reasons to investigate the role of BCI for such 
interfaces. BCI allows: 
• Finding out about the user’s mental state and trying to adapt 

the interface and the interaction modalities to this mental 
state. Obviously, there are other modalities that can be 
considered too, for example, physiological information or 
information obtained from nonverbal cues (pose, facial 
expression, prosody). In exertion interfaces monitoring this 
information can help to adapt the required or desired 
exertion efforts to the user’s physical and mental state [2]. 
Existing exertion interfaces only have limited knowledge 
about the user. For example, in a mediated football game 
[5] the interface knows about who kicked the ball that hits a 
wall, where the wall is hit, and how hard the wall is hit. 
More direct information about the player is, however, not 
available. Adding knowledge about brain activity to 
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knowledge obtained from other measured input modalities 
helps to adapt the interface to the user. 

• Making exertion interfaces more interesting and engaging 
by adding a new modality to the already available and more 
‘traditional’ input modalities for exertion interfaces. Again, 
existing exertion interfaces have not only poor knowledge 
about their users; they also make poor use of modalities that 
are available for the user to control the exertion interface. 
Obviously, it should be mentioned, that depending on the 
interaction that is required, there is not always a need to 
take into account all possible input modalities for an 
exertion interface. Nevertheless, BCI provides an extra 
input modality. That is, BCI allows the adding of an extra 
input modality to the ones that have already been made 
available for a long time. This input modality consists of 
voluntarily and consciously produced or externally evoked 
brain activity that can be recognized and translated into 
commands to the interface. 

Measuring brain activity for gamers can be used so that the 
game environment (1) knows what a subject experiences and can 
adapt game and interface in order to keep the gamer ‘in the flow’ 
of the game, and (2) allows the gamer to add brain control 
commands to the already available control commands for the 
game. The general assumption is that the added value of BCI 
commands or the adaptation of the game to a mental state of a 
gamer that can be measured from brain activity, may lead to a 
commercial ‘killer application’. For example, a game that can be 
played by enormous numbers of gamers, but a top level in the 
game can only be reached when the gamer is able to master a 
certain BCI command that adds to the already available 
multimodal commands of the game or that can be used to modify 
a more traditional game control command. The willingness of 
gamers to spend large amounts of time to games they are 
interested in makes it possible to integrate BCI learning 
requirements in a natural way in game situations. Another issue 
that need to be dealt with when we want to move forward in 
attracting the game audience to BCI is the hardware that has to 
be used, in particular the use of EEG caps. This ‘hardware’ is 
improving. Some game companies provide rather fancy caps 
(Figure 1) that rather than being considered obtrusive provide 
more status to the gamer. It is expected that wireless technology 
will allow a gamer to move around freely in an environment, 
rather than being connected through cables to a computer. 

3.2 BCI for Games: Motor Imagery Applications 
As is well-known, an interesting class of brain activity for game 
playing is related to motor imagery. That is, the user imagines a 
certain movement. For example imagining a left foot movement 
can be distinguished from imaging a right foot movement. This 
kind of mental simulation of movement can be measured and 
distinguished. Not only for feet, but also for arms or hand, the tip 
of the tongue, et cetera. Intending to move, imagine a movement, 
planning a movement, they all activate similar cortical areas. 

This explains the succes that BCI has for patients who are not 
able to use hands or feet, or patients who suffer the locked in 
syndrome (ALS) and are not able to move or to speak. In various 
applications it has been shown that they can learn to move a 
cursor on a screen, to navigate in a virtual world and to control a 
wheelchair. Much of the current BCI research concentrates on 
improving such medical applications and also at looking at other 
ways to improve the quality of life of those patients. 

However, although not really of interest for ALS patients and 
other disabled patients, these imagined movements activate the 
brain areas that are also activated by the execution of the same 
movements. Hence, for healthy users it becomes possible to 
activate brain patterns by consciously produced movements and 
have these brain patterns measured and translated into 
commands for a computer, in order to navigate in a virtual 
world, to move or lift (heavy) virtual objects (Figure 2 [6]) or to 
control a robotic device. Moreover, it allows us to design games, 
game environments, and exertion interfaces that are also 
controlled by body movements but where the capturing of the 
body movement is not done by sensors or cameras, but by 
measuring associated brain activity. 

3.3 BCI for Games: The Braingain Project 

Investigating the possibilities of BCI for HCI and game 
applications, including exertion interfaces, is one of our tasks in 
the Dutch national BrainGain project. Apart from fundamental 
research on distinguishing various types of brain activity when 
the user (or gamer) is involved in various tasks, using different 
modalities to perform this task, we will also introduce BCI 
versions of games and exertion interfaces we have introduced 
previously [7]. One example is the ‘Jump and Run’ exertion 
interface where the gamer controls the movements of an avatar, 

 
Figure 1. Left: A traditional EEG cap. Right: A helmet used in 

commercial applications. 

 
Figure 2. Lifting a heavy stone in a Stonehenge game 

designed by Emotive Systems. 
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who moves at high speed in a virtual world and has to avoid 
obstacles (Figure 3). A camera observes the movements of the 
human player and our aim is to play a similar game (similar, i.e., 
not necessarily requiring imagined movements resembling the 
physical movements in the original game) by measuring brain 
activity associated with imaginary and/or real movements in 
such a way that no cameras are needed anymore: “Look Ma, No 
Cameras!” 
 

 

Figure 3. The ‘Jump and Run’ exertion interface 
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