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The AISB’08 Convention: Communication, Interaction and Social Intelligence

As the field of Artificial Intelligence matures, AI systems begin to take their place in human society as our helpers. Thus it
becomes essential for AI systems to have sophisticated social abilities, to communicate and interact. Some systems support
us in our activities, while others take on tasks on our behalf. For those systems directly supporting human activities,
advances in human-computer interaction become crucial. The bottleneck in such systems is often not the ability to find
and process information; the bottleneck is often the inability to have natural (human) communication between computer
and user. Clearly such AI research can benefit greatly from interaction with other disciplines such as linguistics and
psychology. For those systems to which we delegate tasks: they become our electronic counterparts, or agents, and they
need to communicate with the delegates of other humans (or organisations) to complete their tasks. Thus research on
the social abilities of agents becomes central, and to this end multi-agent systems have had to borrow concepts from
human societies. This interdisciplinary work borrows results from areas such as sociology and legal systems. An exciting
recent development is the use of AI techniques to support and shed new light on interactions in human social networks,
thus supporting effective collaboration in human societies. The research then has come full circle: techniques which
were inspired by human abilities, with the original aim of enhancing AI, are now being applied to enhance those human
abilities themselves. All of this underscores the importance of communication, interaction and social intelligence in current
Artificial Intelligence and Cognitive Science research.

In addition to providing a home for state-of-the-art research in specialist areas, the convention also aimed to provide
a fertile ground for new collaborations to be forged between complementary areas. Furthermore the 2008 Convention
encouraged contributions that were not directly related to the theme, notable examples being the symposia on “Swarm
Intelligence” and “Computing and Philosophy”.

The invited speakers were chosen to fit with the major themes being represented in the symposia, and also to give a
cross-disciplinary flavour to the event; thus speakers with Cognitive Science interests were chosen, rather than those with
purely Computer Science interests. Prof. Jon Oberlander represented the themes of affective language, and multimodal
communication; Prof. Rosaria Conte represented the themes of social interaction in agent systems, including behaviour
regulation and emergence; Prof. Justine Cassell represented the themes of multimodal communication and embodied
agents; Prof. Luciano Floridi represented the philosophical themes, in particular the impact of society. In addition there
were many renowned international speakers invited to the individual symposia and workshops. Finally the public lecture
was chosen to fit the broad theme of the convention – addressing the challenges of developing AI systems that could take
their place in human society (Prof. Aaron Sloman) and the possible implications for humanity (Prof. Luciano Floridi).

The organisers would like to thank the University of Aberdeen for supporting the event. Special thanks are also due to
the volunteers from Aberdeen University who did substantial additional local organising: Graeme Ritchie, Judith Masthoff,
Joey Lam, and the student volunteers. Our sincerest thanks also go out to the symposium chairs and committees, without
whose hard work and careful cooperation there could have been no Convention. Finally, and by no means least, we would
like to thank the authors of the contributed papers – we sincerely hope they get value from the event.

Frank Guerin & Wamberto Vasconcelos
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The AISB’08 Symposium on Agent cognitive ability and orders of emergence

The concept of emergence has become widely used within the agent community. However, it continues to be vaguely
defined and to stand in for different propositions about social generative mechanisms. To date the community has focused
primarily on upward causation (consistent with its usage within complex systems theory and artificial life) (Sawyer, 2003).
Relatively little attempt has been made to re-examine critically the concept within the context of human agency. Similarly,
derivative concepts such as downward causation and ‘immergence’ (Castelfranchi, 1998) have only recently begun to be
explored in the simulation of human social systems.

Gilbert has referred to a form of emergence which cannot be explained using the conventional bottom up notion
and which implies that emergence involving agents with advanced cognitive ability may be qualitatively different from
when it is absent. This ‘second order’ emergence occurs, he argues, when agents recognize emergent phenomena, such
as societies, clubs, formal organizations, institutions, localities and so on, where the fact that you are a member or a non-
member changes the rules of interaction between you and other agents. In a similar vein, Goldspink and Kay (2007) have
argued for the need to at least distinguish between:

• Non-reflexive emergence: where the agents in the system under study are not self-aware, and

• Reflexive emergence: where the agents in the system under study are self-aware and linguistically capable.

They have also attempted to identify the effect of these two orders on system characteristics and dynamics.
There is a need to advance the debate about the nature and form of emergence associated with human social systems

and therefore relevant to human to human and human to agent interaction. Specifically there is a need to identify linkages
between current theories of cognitive developmental thresholds, including but not limited to the development of language,
narrative ability, self-identity and theory of mind, and to examine the implications that these developmental stages may
have in supporting qualitatively distinct orders of emergence in social systems.
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Control over Emergence
Martin Helmhout1 and Henk Gazendam2 and René Jorna 3

Abstract. This paper explains and demonstrates emergence of or-
ganisational behaviour as a social cognitive mechanism, i.e. ones
own behaviour at the cognitive level is influenced by interaction with
others at the social level.

Besides the importance of understanding how behaviour evolves,
it is probably more crucial to control emergence or enforce desired
behaviour. In our research we demonstrate this by implementing so-
cial constructs as regulators or stimuli of behaviour.

The paper discusses a social cognitive architecture ACT-RBot or
in short RBot4 which is based on ACT-R. RBot inherits the cogni-
tive architecture (production system) of ACT-R but provides also a
mechanism of social constructs as meta-productions that operates as
a social (control) layer. The architecture is implemented in software
agents who ‘live‘ in a discrete event simulation environment allowing
them to interact and exchange signs.

The combination of RBot and a simulation environment provides
observation of behaviour between agents (at the social level), but
also introspection of the experiences of the individual agent stored
in memory of its cognitive architecture.

We describe two simulation experiments that demonstrate the
working of the social cognitive architecture. The first experiment
shows that emergence is present at the cognitive (individual) and so-
cial level (interaction). The second experiment adds social constructs
and authority that allows for (more) control over emergence.

1 INTRODUCTION

The problem with emergence is that it is often difficult to find out
what caused it to appear. Secondly, when finding out, it is proba-
bly even more difficult to control, coordinate (or prevent) emergence
within predefined boundaries.

For the social scientist, emergence is often described at the so-
cial level or level of interaction. The cognitive scientist on the other
hand tends to focus on the way patterns in the mind of the individ-
ual emerge. According to Castelfranchi [11], a significant theoret-
ical problem exists in the field of social sciences. There is a lack
of understanding or explanation of unconscious, unplanned forms of
cooperation among intentional agents. Cognitive science–in particu-
lar Artificial Intelligence–can contribute to the explanation of social
phenomena. Likewise, cognitive science needs social science in or-
der to incorporate social factors, i.e. there is a shortage of good ideas
and theories that address socio-cultural concepts/signs/symbols with
social structures from a cognitive standpoint [44].

In this paper we describe how to connect both sciences (micro-
macro link [1]) and in particular explain cognitive emergence caused

1 ACIS, Guildford, United Kingdom, email: martin@acis.nl
2 University of Groningen, The Netherlands
3 University of Groningen, The Netherlands
4 http://act-rbot.sourceforge.net

by social emergence and the other way around. We will also make
a distinction (see [24]) between uncontrolled (first order) or spon-
taneous social emergence and controlled (social) emergence. Dur-
ing the start of the former type of emergence agents are first self-
aware and strive to the outcome of their own actions in their best
self-interest, but in the later state of emergence, conditioning (un-
conscious learning [3, p. 95]) takes place and the agents behaviour
becomes more automatic. In the case of controlled social emergence,
an agent requires social capabilities as well (e.g. social contructs,
language,...), i.e. the agent needs to perceive (receive) and produce
social constructs or activate them in the presence of relevant stim-
uli. The social construct serves as a moderator that influences the
behaviour of the agent indirectly.

The structure of the paper is as follows. In section 2 we elaborate
about social constructivism and social constructs. Section 3 discusses
the social cognitive architecture RBot and section 4 describes experi-
ments that demonstrate emergence as well as control over emergence.
Finally, section 5 ends the paper with a short discussion.

2 SOCIAL CONSTRUCTIVISM
We argue that first order emergence, which does not require social
skills, requires cognitive skills and some form of self-awareness5.
Although such (economic) agents can be very successful, they are
unable to comprehend the needs of others and therefore often strive
to local optima instead of the optimal solution for a group as a whole.
Economic agents equipped with sophisticated utility functions do not
describe any actual economic or any other behaviour of any individ-
ual or group of individuals. ”...economic agents are not socially em-
bedded in the sense that the behaviour of no individual is influenced
by interaction with any other individual” [32, p. 394].

Socially embedded agents are agents who are capable of express-
ing social behaviour and are aware that they are not alone, but are
also part of a group or society. In other words, the agent does not
only live in his own world (internal representation) but also builds
up relations with the outside world; with physical, social and cultural
objects, agents and groups of agents.

Social constructivism as a social psychological theory attempts to
explain the relation between society and the individual who is part
of that society. Mead [31] analysed the human being as a complex
individual who socially constructs the world, itself and other human
individuals; social construction of the world is created by a process
of interaction. Hacking defines social construction as follows:

X[, as a social construct,] need not have existed, or need
not be at all as it is. X, or X as it is at present, is not determined
by the nature of things; it is not inevitable. . . . X was brought

5 We assume that the agent is cognitive plausible, has memory and therefore
is able to reflect on its own past actions.
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into existence or shaped by social events, forces, history, all of
which could well have been different. [26, pp. 6-7]

Hence, a social construction or social construct can be seen as an
invention or artefact (cf. [25, 39]) constructed by interaction between
members of a social group or interaction between groups. Products
of social construction, such as institutions, gender and emotions are
social constructs, created, disseminated, and agreed upon by social
groups [40, p. 522].

2.1 Affordances, signs & social constructs
Organisational semiotics [41, 42] suggests to combine affordances
and signs to bridge the gap between the social and the individual
level of the agent.

Affordances stress the interaction between a human agent
and its environment based on behaviour patterns that have
evolved over time in a community. Signs stress the social con-
struction of knowledge expressed in sign structures. . . Stamper
sees affordances as repertoires of behaviours and distinguishes
physical affordances and social affordances. [22, pp. 7-8]

A (physical) affordance is a set of properties of the environment
that makes possible or inhibits activity [23]. After many encounters
with the environment, this can result in a habit of action, which is
a commitment to act with a connected action program that governs
the actual acting [19, 36]. From a semiotic point of view, one could
say that a physical affordance becomes a social affordance as well,
the moment the physical affordance is shared between agents in a
community. The experience of the object (shared with others) is built
up in the mind of the agent; the agent is socially situated through
interaction and perception, which is a process of social construction
of signs in the agent’s mind. The resulting signs are organised as units
of knowledge consisting of a representation of an affordance and its
associated habit of action.

Social constructs are social affordances [28, 41] and can be seen
as representations of cooperation and coordination, based on inter-
twined habits and mutual commitments that are often expressed in
sign structures such as agreements, contracts and plans. A social con-
struct [20, 28] is a relatively persistent socially shared unit of knowl-
edge, reinforced in its existence by its frequent use. In organisations,
social constructs take the form of, for instance shared stories, shared
institutions (behaviour rule systems), shared designs, shared plans,
and shared artefacts. These social constructs support habits of action
aimed at cooperation and coordinated behaviour.

In order to use social constructs in formal simulation models, we
have defined a (not limitied) set of properties of a social construct
[27].

• Attached norms or rules: social constructs can contain (a collec-
tion of) norms or rules that guide action and prescribe appropriate
behaviour in a certain context. Our daily encounters with social
norms (and law) are evident, for instance, when we are driving
with our car on the right side of the street, or being polite for let-
ting the elderly sit in the bus, etc.

• Written/unwritten (coded/sensory): a social construct can be form-
ed and communicated by writing the attached rules and norms
down on paper, or they are internalised in agents and with the help
of interaction transferred (language or gestures) to others [29].

• Life span: every social construct has a starting time, an evolution,
a monitoring and controlling period and a finishing time [28]. The

life span of every social construct, be it a norm, an emotion or
an organisation varies and depends on other properties connected
to the social construct, e.g. referred objects or facts in the social
construct change over time, a lack of reinforcement of the social
construct or changes in enforcement costs (people enforce others
to obey the norms attached to the social construct).

• Roles and identification: the agent is given a role or identification,
e.g. employer, employee, to make clear the authority, control and
rules applied to that role [28].

• Authority, responsibility and control: according to Fayol [16], au-
thority can be seen as ‘the right to give orders’ and the expectation
that they are followed. Control and power can assure that agents
behave responsible; they can be part of a directly involved author-
itarian party or an independent third party. Assigning authority to
someone creates a responsibility for that person to give orders and
control whether other agents take their responsibility in following
the ‘rules of the game’.

• Inheritance or prerequisite of other social constructs: a social con-
struct can become part of a complex network of connections with
other constructs (that are often the result of earlier agreements).
For example, when preparing a sales contract, sales men refer to
their conditions that are registered at the institution of commerce
and the registered conditions inherit conditions from public law

• Scenario: there can be a more or less standardised process (sce-
nario / script [38]) for establishing a social construct between
agents. Scenarios are often put on paper in which a specific order
of social constructs over time is written down. In communities,
scenarios are often informal and expressed in rituals and trans-
ferred from generation to generation.

• Context: context as property is a debatable issue, however there
are two interpretations of context. Context can be situated out-
side the agent, and—possible at the same time—situated inside
the agent, i.e. context is represented as symbols in the ‘real’
world stored externally from the mind and also as symbols stored
in the mind of the agent. The external context contains cer-
tain elements—so-called affordances—perceived by the agent to
which it is sensitive or is triggered by. In contrast to Gibson [23],
and similar to Stamper [41, 43], Vera and Simon [48, p. 41] state
that affordances “are carefully and simply encoded internal repre-
sentations of complex configurations of external objects, the en-
codings capturing the functional significance of the objects”. We
assume that there has to be sufficient coherence between an inter-
nally represented social construct and an element in the external
environment in order to activate or trigger the social construct.
According to Gazendam, Jorna, and Helmhout [21]:

The recognition of a situation in which a [social con-
struct] must become active must not only depend on the
recognition of physical affordances like other agents, ob-
jects and situations, but also on an ongoing monitoring in
the agent’s mind of the state of the social context in terms of
invisible entities like positions of rights and obligations of
himself and of other agents, agreements and appointments
that must be held, and so on. (p. 2)

Social constructs with all their properties are internalised and es-
tablished by a process of socialisation and communication. During
their life-span, they are monitored by enacting agents through obser-
vation, mentoring, practise, and training [29]. Secondly, they create
standards of appropriate behaviour and stabilisation, i.e. they create
shared expectations of behaviour and when exercised, they are evalu-
ated by others as well. Thirdly, when they are widely known and ac-
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cepted as legitimate, they are often self-enforcing, and its associated
psychological cost of rejection will rise, e.g. the individual or group
involved can feel psychological discomfort whether or not others de-
tect the rejection [30]. And fourthly, because social constructs are
connected to roles and authority, they can create formal and informal
social structures. Such a social structure exists out of a network or
collection of social constructs. When a social structure is legitimate,
legally acknowledged and officially registered, it is often referred to
as an organisation or institution.

2.1.1 Emergence of social constructs

The general processes that underlie social construction are the cre-
ation of new social constructs, the evolution, the control and end-
ing of those constructs over time. Emergence of social constructs is
mainly concerned with creation and evolution and with a lesser ex-
tent with control and ending of emergence. For a first order of emer-
gence this is not a problem because it concerns mainly creation and
evolution. The agents lack a sense of social affordance; they are in-
sensitive to social control and sometimes even worse, they cannot
be stopped. On the other hand, second order emergence cannot take
place without social construction. We argue that agents need to be
self and socially aware in order to control or even stop emergence.

We distinguish three phases during the life span of a social con-
struct: creation, evolution and ending of the social construct. The
control function is a separate process that can be applied during the
entire life-span, i.e. during creation, evolution and ending of a social
construct.

The process of creating a social construct can occur in three ways
[17]:

1. Based on adaptive emerging social behaviour; when two agents
have a conflicting or mutual goal / interest. For instance people
going out of the elevator while others only can go in when it is
empty, or a group meeting in which people after a couple of times
play their (habitual) role.
(tacit agreement in a community)

2. The other is communicative action or an authoritative ritual in
which with help of communication, e.g. speech acts, a social con-
struct is formed; it starts with the agent that wants to propose,
inform, or is requested to inform or propose a social construct to
another agent.
(agreement in a community)

3. The third formation process is external norm formation and a clear
specification of roles, in which certain individuals are authorised
to prescribe and enforce norms, thereby regulating the individuals
they supervise [49].
(creation on authority)

The first creation process is an implicit social exchange of signs and
agents play their (habitual) role without being aware of creating or-
der and a new social construct. The last two creation processes are
explicit. The agents communicate or bargain openly about what they
want. During the evolution of a social construct, agents practise the
social construct and learn by interaction with the physical, social
and cultural environment: a social construct is adopted, reinforced,
adapted or rejected. Normally, the ending of a social construct is
reached when the end of the (agreed) life span or situation is reached.
However, during the process of evolving, the social construct is sub-
ject to changes; agents re-negotiate, renew the social construct or
simply end their commitments. After the ending of a social construct,
(cognitive) agents do not forget the success or failure or contents of

a social construct; the agent can reuse the experience with a social
construct as prior knowledge in a new negotiation process. Ending of
a social construct can also happen when it is not frequently used, i.e.
the agent does forget how to apply the social construct in a specific
context and therefore cannot commit herself anymore. Therefore, a
large amount of social constructs are written down and exist in docu-
ments (e.g. law). For those reasons, many people make use of experi-
enced agents (brokers, attorney) who have enough skills concerning
social constructs and domain-specific knowledge.

Thus, the processes of creation, evolution and ending depend on
the support for the social construct [7], such as the dynamics of the
environment (e.g. entering and exiting agents), regime change and
the control process that monitors these processes.

2.1.2 Control over emergence

Control processes determine the actual creation, evolution and end-
ing of a social construct. During creation there is somehow a form of
control, be it formal or informal, e.g. there is a formal set of rules ac-
tively enforced by an institution, an informal ritual process is known
by the agents or agents are influenced by social constructs from their
personal social and cultural historical background. Control is neces-
sary in order to prevent agents from breaching agreements, become
corrupt or even become a threat to society.

Agents feel the need to compare and find out if others are still
aware of the conditions and associated norms of the social construct
to which they all mutually committed. Conte and Castelfranchi [13]
state that in a group of addressees to which a norm applies, the norm
should be respected by all its addressees; it is a necessary conse-
quence of the normative equity principle defining that agents want
their ‘normative costs’ to be no higher than those of other agents
subject to the same norms. Agents stick to a norm as long as the
advantages of following up a norm outweigh the advantages of not
following the norm, i.e. the agent has to comply with the norm and
if necessary defend the norm or give up the norm (when the costs of
obedience are too high compared to punishment).

The properties of social constructs are determined during the pro-
cess of creation and evolution (emergence of social constructs). Dur-
ing that process agents desire to reach an outcome that is beneficial
for the agent itself and/or for the community as a whole. Therefore,
agents collect information about other’s preferences concerning so-
cial constructs; especially when dealing with unexplored territory.
Berger and Calabrese [9] state: “. . . [] when strangers meet, their
primary concern is one of uncertainty reduction or increasing pre-
dictability about the behaviour of both themselves and others in the
interaction (p. 100)”. Hence, the desire of every agent is to get some
form of control or get information about who is in control (author-
ity) and what the ’rules of the game’ are. Therefore, the agent (if he
desires) has to spend time and energy (cognitive load) in finding out
the required knowledge about how other agents behave and interact
with each other (code of conduct). Often many struggles concerning
power, authority and trust relationships first need to evolve before
(tacit) agreements have been reached.6

Social constructs that have evolved and are considered stable, still
require a certain amount of investment to be maintained in a commu-
nity; control of emergence does not only concern the creation but the
maintenance of the desired social construct as well.

6 In this paper we do not elaborate about power and trust issues, but they cer-
tainly require attention because they are closely attached to (control over)
emergence of social constructs
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Sometimes it becomes rather difficult to change certain systems.
Consider the following radical change of a social construct; start-
ing now, everyone in the world should drive on the left side of the
road which increases standardisation in car production in favour of a
‘greener’ environment. Such a change concerned today is impossible
due to the huge amount of switching costs (and sunk cost). Besides
that, politics, power and the feeling of uncertainty will keep the orig-
inal social construct in place. Strong habits will make sure that there
will not emerge a new system replacing the old one.

Summarised, control over emergence is desired when social con-
structs are created the first time introduced and when social con-
structs need to be maintained over a certain life-span. In section 4,
we will demonstrate control over emergence in a simulation experi-
ment.

3 Social Cognitive Architecture
The previous section elaborated that social constructivism enables
the agent to become aware of the world around him and how this
world can be represented in the mind of the agent. We argue that a
social agent should have a cognitive architecture, i.e. be cognitive
plausible in order to handle representations such as signs, language,
relations and social constructs. A cognitive plausible agent (its archi-
tecture) is not only based on a physical symbol system [33], cognitive
mechanisms, goal-directed behaviour and learning capabilities, but is
empirically tested as well [34, 2, 47]:

[A cognitive plausible agent] is a goal-directed decision-
maker who perceives, learns, communicates, and takes action
in pursuit of its goals, based upon [a physical symbol system]
that implements theories of cognition [and is supported by em-
pirical evidence]. [47, p. 88]

In our research we have adopted existing theories of cogni-
tion about cognitive architectures and compared the two dominant
architectures–SOAR [34] and ACT-R [5]–and decided to adopt the
theory ACT-R.7 ACT-R can be described by three or four levels of
description (see [14, 15]) to predict the behaviour of the overall sys-
tem, i.e. the implementation level as an approximation of the physical
level (the sub-symbolic level), the functional level–the functionality
of procedures interacting with declarative chunks, and the intentional
level–the beliefs, goals, desires and intentions.

Most cognitive architectures focus on the individual and more
specifically on the cognitive band (10−1 − 101 sec) and the ratio-
nal band (102−104 sec) but not much on the social band (105−107

sec) [34, p. 122]. ACT-R, as thoroughly empirically tested architec-
ture, also does not pay much attention to (social) interaction between
individuals.

Therefore, a new social cognitive architecture (RBot) was de-
signed completely from scratch. RBot follows closely the cognitive
theory of ACT-R, but some changes/adjustments were necessary to
make the cognitive agent social:

• Multi-Agent System: social cognitive agent based simulations re-
quire artificial task environments in order to construct various in-
teraction scenarios. We implemented a (environment) server that
has the purpose of providing an artificial ‘physical’ task and com-
munication environment. It allows agents to perceive objects and
other agents, and to exchange signals and signs. Secondly, an

7 We will not go into much detail about cognitive architectures here. For in-
depth discussion, we refer to chapter 4 of ‘The Social Cognitive Actor’ [27]

Agent Communication Language (ACL) is implemented that en-
ables ACT-R agents to communicate with each other.

• Social interaction: for a cognitive agent to become social, it needs
to create and maintain shared knowledge, be able to socially con-
struct its environment and represent social structures (institutions)
and habits of action in its mind. In other words, the cognitive agent
needs to understand and be able to express itself at the social level
(band) as well.
At the cognitive band, productions fire on average at every 100
ms (see [5]) and the rational analysis takes place at the rational
band. Apparently there is a gap (101 − 106 sec) between the so-
cial band and rational/cognitive band that needs to be bridged. In
order to bridge this gap, we have defined the social construct as a
(social) representation in the mind of the agent, or as documents
or artefacts in society. The social construct allows us to define so-
cial situations in which the agent has to obey or is permitted to
follow certain rules that are present in a society or culture. We
have extended ACT-R with a special module (see figure 1) con-
taining social constructs (as chunks) that influence certain aspects
of behaviour.
In general, social constructs can be formed in many ways; created
by internal explicit or implicit cognition, or perceived from the ex-
ternal environment. Once created, a relatively simple mechanism
can describe how social constructs operate. A social construct can
have norms attached to it that can respond to changes of social
representations in memory that reflect changes in social situations
in the environment. The condition side of a norm is triggered by
a combination of general (social) concepts or more specific in-
stances of concepts. The action side has one or more targets (pro-
cedures/goals/other norms/etcetera) connected to it. As soon as the
norm is triggered, it influences those target chunks by demoting or
promoting their activation levels thereby indirectly changing the
response functions and the behaviour of the agent.
A social construct is a social chunk (concept) of cognition that
can be linked to other social constructs creating a complex seman-
tic network of constructs and norms. The mechanism or architec-
ture of social constructs resembles the subsumption architecture
of Brooks [10]; it is a multi-level system in which the upper (nor-
mative) level is a (network of) social construct(s) that influences
behaviour at the lower level(s)8.

Perception

Cognitive engine

Action
Environment

Social 

constructs
Affects

Declarative 

memory

Procedures

Goals

Execution

Conflict 

resolution

Matching

Figure 1. The extension of the cognitive engine with social constructs

• Adjustment of rational and functional level: we transformed ACT-
R in order to be able to function at the social band, e.g. a slower de-

8 We actually made an attempt to combine ACT-R (hybrid agent: connection-
ism & symbolism (GOFAI)) with embodied cognition (‘New AI’)
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cay of memory [46, p. 217]. Similar adjustments have been made
in changing effort parameters of productions.

Much research still has to be done to make the architecture match
its social requirements, however the current proposed mechanism
will be a good start in making a cognitive architecture social. We
will leave further implementation details behind us and start discuss
the necessary parts of the social cognitive architecture that help to
clarify the experiments demonstrated in section 4.

3.1 Base-level activation/decay & event discounting

Base level activation is probably the most important feature of ACT-
R, i.e. it has been used in many environmental experiments [6] and
has been the most successfully and frequently used part of the ACT-
R theory [4]. Base-level activation Bi is an estimation of the log odds
(of all presentations of a chunk in history) that a chunk will be used
and is defined as:

Bi = ln

(
n∑

j=1

t
−d
j

)
+ β Base-level Learning Equation9 (1)

tj represents the time-difference (tnow - tpresentation)
that the chunk was represented in memory
(created or retrieved),

n the number of times a chunk is retrieved,
d the decay rate,
β the initial activation upon creation of the chunk.

The equation suggests that the more often a chunk is retrieved
from memory (high-frequency), the more its base-level activation
rises. On the other hand, the activation level of a chunk that is not
retrieved at all can drop below an activation threshold level, whereby
it becomes almost impossible to retrieve the chunk. Figure 2 ex-
emplifies the retrieval of a chunk at t = 10 and t = 28. It shows a
small (average) increase in activation over the specified period. As

Figure 2. Example chunk, accessed at times 10 and 28.

regards the base-level learning equation, Anderson & Lebiere [5, p.
124] state that “odds of recall. . . should be power functions of delay,
which is the common empirical result known as the Power Law of
Forgetting [37]. Although it is less obvious, the Base-Level Learn-
ing Equation also predicts the Power Law of Learning [35]”. Hence,
the base-level learning equation enables the agent to learn and prefer
chunks that are often needed for solving problems, and to neglect or
forget chunks that are almost never needed.

9 [5, p. 124]

For an agent to be socially situated, it needs to be able to learn
facts and rules that emerge, but also to forget those when they are not
reinforced or are replaced by other rules and facts in a community.

Decay functions are not only applied for chunks but also at the
sub-symbolic level of procedures for events (success and failure).
ACT-R has a mechanism that takes care of discounting past experi-
ences by implementing an exponentially decaying function that is
similar to the base-level learning equation. The equation for dis-
counting successes and failures is:

Successes, Failures =

m,n∑
j=1

t−d
j Success Discounting Equation10

(2)
m number of successes,
n number of failures,
tj time difference, now - occurrence time of the success

or failure,
d decay rate.

The effect of the equation on the selection of productions is that
there are more exploration possibilities caused by the decay of past
successes and failures. For example, it is possible to give different
decay rates for successes and failures, i.e. when the decay rate of
failures is lower than that of successes, ACT-R tends to forget nega-
tive experiences more slowly than positive experiences.

Social constructs are reinforced by their frequent use. Hence, the
abstract chunk with its base-level activation is an appropriate con-
tainer for storing a social construct. The extension with the mecha-
nism of the subsumption architecture combined with ACT-R triggers
the social construct to become active when changes are taking place
in certain areas of the memory (e.g. perception or communication).

The new model resulted in a social cognitive architecture called
(ACT-)RBot which is part of an agent that operates in a Multi-Agent
System giving space and time awareness to the agents and the abil-
ity to perceive and communicate with each other. In the following
section we applied this architecture as the basis for our experiments.

4 Experiments
The purpose of the experiments is to show, as simple as possible,
RBot operating in a multi-agent environment. Thereby demonstrat-
ing and finding out whether RBot agents can ‘live’ in a task environ-
ment and learn from interaction by cooperation, observation or other
means. We have modelled a multi-agent environment of two agents
in order to study the emergent behaviour of interaction between two
individuals.

The general experiment is a case in which two agents have to pass
each other as in a traffic experiment. They have to find a way out to
pass each other several times without causing an accident. In the first
experiment, there is no fixed traffic rule to drive on the left or the right
side. In the second experiment, one of the agents acts as a controller
(policeman) by enforcing the other to obey to the traffic rule he was
given by higher authority. Hence, the policeman is present to control
the way the social construct emerges in the mind of the other agent
(given that the other agent respects the authority of the policeman) in
case that agent wants to deviate from the common norm.

The basis configuration of both agents is equal; they are given the
same parameters, procedures and declarative chunks, equal motiva-
tion values to solve goals and equal noise distribution functions. The

10 [5, p. 141];[5, p. 265]
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agents are identical in that sense that the simulation outcome is based
on interaction and not on differences at the cognitive level of the
agent. The agents learn in the following way; they evade right or left
and then see if the evasion was successful or not. Based on this ex-
perience, the agent updates its productions and uses this experience
in the next encounter.

The experiment showed two different emerging patterns. The first
is an immediate lock-in; agents both initially choose the same strat-
egy (e.g. driving on the right side), pass successfully and start to re-
inforce that particular strategy and leave no opportunity for the other
strategy (driving on the left side) to emerge. The second pattern is
caused when both agents at first do not select the same strategy, i.e.
the agents are on a collision course. The second pattern is the most
interesting, because agents have to decide based on experience which
strategy is acceptable for both agents. By initially selecting the col-
liding strategy, the agents show a shifting behaviour from left to right
and from right to left. After some collisions, the Boltzmann factor
(noise) in the utility function gives the agent freedom of escaping
from the hopping behaviour. This gives agents the opportunity to set-
tle into the same successful strategy, both passing either left or right.

The interaction between two agents gives enough material to study
phenomena and theories of different fields (e.g. management and or-
ganisation, social science, cognitive science, AI, to name a few). For
analysis of organisational behaviour, we describe phenomena mainly
at the individual level of description as a social construct (the be-
haviour of the individual agent), but we also describe behaviour at
the social level by observing the interaction patterns between agents
that emerge during the experiments. Hence, the experiments show
behaviour of the individual and its internal cognitive properties and
the emergence of behaviour of the collective as well (the behaviour
caused by interacting or communicating (social constructs) between
individuals).

4.1 Experiment 1: emergence of social constructs

This experiment demonstrates a first order of emergence in which
we will explain how a (internalised) social construct emerges and
evolves over time. The experiment will highlight that the agents seem
to have a ‘social agreement’, but they actually adapt their own be-
haviour to the environment including the other agent, i.e. they do not
intentionally influence or change each other‘s behaviour to come to
an agreement. Because of its mutual adaptation, a social construct or
norm emerges and creates regular stable behaviour in an otherwise
chaotic system.

The purpose of the experiment is to show that a social construct
can emerge not only by looking at the agents’ collective outcome or
rational level in the way they socially behave, but also what happens
at the cognitive level and especially the sub-symbolic level of each
agent.

In order to understand the behaviour of the agents, we want to
look for behavioural patterns at two levels, one for the behaviour
of the agent that is reflected by its internal history of memory and
the other in the role of the external observer that spots the agents
having a collision and ending up in an emerged pattern. With help of
those patterns, the behaviour of escaping and reinforcement can be
explained.

Figure 3 shows the results of the experiment (from an external
observers point of view) that started with a collision. First, no par-
ticular strategy is chosen; the right move as well as the left move is
equally preferred. However, approximately after time step 700, the
agents prefer the ‘Left’ strategy based on interaction and experience

built up in memory over time. Due to this interaction, they develop a
preference in favour of the left move so strongly that the agents only
choose the left strategy, i.e. the utility difference between right and
left becomes significantly large that the agents are locked-in into the
left passing strategy.

Figure 3. Y coordinates of both actors per time step11.

Figure 4. Agent 1: Successes, Failures Left

As an observer, if we only look at the social level and not at the
cognitive level of the agents, we could conclude to see some start of
“formalised” behaviour. However, after introspection of both agents
(see figure 4 for an example of one agent), we observe at the sub-
symbolic level of the production (strategy) ‘evade left’ that the agent
reinforces this production, which results in a higher preference for
this production than the production ‘evade right’. We therefore con-
clude that the agent is aware of his own successes but does not care
about the other agent’s successes. In other words, there is not a for-
mal agreement; the emergence exists as an evolved social construct
(norm) in the head of both agents. Adaptation to their environment
is purely based on their own individual experience (cognitive sub-
symbolic learning).

4.2 Experiment 2: control over emergence
The first experiment, first order emergence, was mainly based on the
interaction of RBot agents that make decisions based on their indi-
vidual preferences. A cognitive agent solves a problem by defining
a problem space and stating clear goals. Such an agent is however

11 The graph shows the y path of two actors; the application is able to plot
also the x path, but the y path is sufficient. The moment the paths are over-
lapping, the actors choose a different strategy and have conflicts because
they follow the same y-path. When the paths are each others opposite, or
mirrored, then the actors choose the same strategy and no conflicts arise.
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not (socially) embedded in the environment, it responds not instanta-
neously to changes that occur in the (social) environment.

In this experiment we want to demonstrate the impact of social
constructs, and particular how a social construct can be part of a co-
ordination mechanism that allows an agent to get control over others’
emerging behaviour(s). To get control over agents (car-drivers) and
emergent behaviour, a police-officer can be assigned the task of con-
troller (socially empowered by society) to correct behaviour of agents
that do not behave according the society’s norms or rules.

The experiment has the same initialisation as the previous exper-
iment with the exception of the policeman. The policeman is given
two social constructs: (SC1) The social construct of evading to the
right side as stated by the government of, for instance, the Nether-
lands, and (SC2) communicate the social construct, SC1, of the pre-
ferred strategy to the other agent when he does not behave according
to the norm (tries to collide by staying to long in front of the police-
man). Hence, when a chance of collision starts to occur, the other
agent needs to receive the social construct with the preferred strategy
and be able to store it in memory and act accordingly.

The experiment is kept simple and only demonstrates the impact
of a social norm on the behaviour of interacting agents. Therefore,
the following assumptions have been made:

1. The agents are defined as being aware of their role, (1) Agent2 as
policeman and (2) Agent1 obeying the policeman.

2. No negotiation takes place over the announcement of roles; the
roles and relations are predefined by society.

3. Punishment is not included; however, it can be argued that by mak-
ing the other agent aware of a certain social construct or norm is
a correction of the behaviour. This can be regarded as a light form
of punishment.

First we will have a look at the social or interaction level, see fig-
ure 5. We observe that when a collision is about to take place, Agent1
is immediately corrected in its behaviour and is forced by the po-
liceman to choose the ‘rightlanedriving’ procedure. The control is so
strong that after one encounter, the behaviour settles into a stable pat-
tern. At the individual level of Agent1, see figure 6, we see a huge

Figure 5. Y coordinates of both actors per timestep.

increase in utility in favour of driving on the right side. The correc-
tion being made is approximately a factor 10 and shows that Agent1
has become aware of the social construct ‘rightlanedriving’. Besides
that, the application software allows us to inspect the memory where
we also observed that the social construct has been stored in memory
of Agent1.

Figure 6. Agent 1: Utility Right

The experiment demonstrates clearly that the policeman is able to
control the start of the emergence and keep control over the emer-
gence by sending the social construct with the preferred strategy, be
it by speech or by signalling his hand.

5 DISCUSSION
Emergence is around us in all kinds of varieties. However, to note
that there are some properties that causes a system to emerge into a
certain direction is not good enough. One has to look for a general
explanation of (social) phenomena by studying not only the social or
group level but the cognitive or individual level as well. Especially
when studying second order of emergence in which individuals be-
come aware of the emergence and the implications for others and
themselves, then one has to look at the cognitive level of the agent
and wonder if a differential equation still is powerful enough to give
sufficient explanation.

We argue that especially in social situations an agent has to be
able to built up representations in a cognitive plausible way, i.e. an
agent should be able to express itself in a language and exchange
representations with other agents. We have adopted the cognitive ar-
chitecture ACT-R because it is empirically grounded and as a hy-
brid architecture allows for storing representations (symbolism) but
connectionsm-like properties (activation) as well.

In the case of second order emergence, social constructs enable us
to model social phenomena as a separate module (modularity of the
mind [18]) of representations while leaving the underlying cognitive
model of ACT-R as much as possible the same. The social construct
mechanism described in this paper is conform the mechanism pro-
posed by Bargh [8, p. 115] who also states that there are mental links
between representations of motives and goals in memory and the rep-
resentations of the social situations / constructs in which those mo-
tives have been frequently pursued in the past.

In cognitive psychology [45] and social psychology [12] empiri-
cal research has shown that there is a ”dual process model”, i.e. there
is a distinction between implicit and explicit processes respectively
automatic (reflexive) and controlled (reflective) processes. In this pa-
per we did not put the emphasis on duality, but we can assume that
social constructs or procedures, after they are first explicitly (or con-
sciously) processed, become more of a habit or implicit/automatic
process after emergence has taken place. The strengthening of the
habit can be caused by the implicit association between situation and
habit or by explicit reasoning (control) about the situation and the
habit.

In case of control over emergence, it can be compared with gov-
ernment regulations that reduces uncertainty and enforces a system
(society) to emerge in a way that is desired by society. However,
many control mechanisms are based on semi-successful traditional
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methods and are not based on research. For instance, we still do not
understand how riots start to emerge; we can model group behaviour
and take factors like weather condition, in-out group, relations, phys-
ical distance and so on to estimate how a riot emerges, but have no
idea about the individual motives of taking part in a riot let alone how
to model such an individual.

We present RBot as a general cognitive and social model that
sheds light on the (intra)individual and the group level but not at
the cost of too much complexity, lack of understanding and compu-
tational power. Besides that, its general application in the domains
of social science and simulation, organisation studies, agent systems
and cognitive science can hopefully revive the emergence of an in-
terdisciplinary field and more cross-fertilisation in those areas.
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Cognitive architectures of agent systems and social

mechanisms of emergence and immergence

Martin Neumann
1

Abstract. This paper develops a framework of a theory for the

emergence of social reality that turns out by relating three

different models or agent architectures, respectively: a model of

the emergence of social hierarchies, an architecture of a

normative system and an architecture of the delegation of social

control. This reflects a complex feedback loop of the emergence

of an autonomous sphere of social positions and immergence of

social norms and execution of social control. It is shown how

social structure emerges from and recursively affects the agents’

cognitive structure.12

1 INTRODUCTION

The notion of emergence is well known in agent-based

simulation as well as in Social Theory. The aim of this paper is

to demonstrate that agent-based methodology can provide a tool

for the formulation of an emergentist Social Theory. An

emergentist theory of society is in need to express social micro

and macro phenomena in terms of one another. It will be

demonstrated that the cognitive architecture of software agents

can provide a framework to investigate this question.

Within Social Theory emergentist theories promise to bridge

the gap between the micro-macro distinction, or dichotomy of

action versus structure [1 – 5]. Traditionally, so-called holistic

and individualistic theories are opposing approaches [6, 7]. The

former claim the existence of a social reality with laws and

theories in their own right, not reducible to theories of lower

level domains. This has been suspected as the error of reification

[8]. The latter emphasises that this social reality does not exist.

Every social phenomenon should be explained in terms of

individual action. This has been suspected as the error of

voluntarism [8]. The problem in analytically distinguishing

micro- and macro-phenomena is that they do not appear

separated but rather are inherent in one another [9, 10]. Theories

of social emergence postulate the autonomy of social reality

without denying that this reality is constituted by individual

actors [5, 7, 11]. However, the ontological status of emergent

social reality is often left unexplained [12].

Agent-Based simulation techniques promise to shed new light

on this old problem by generating macro phenomena in the

course of individual interaction.  In fact, it is claimed that agent-

based simulation provides a tool for studying emergent processes

in society [13]. This promises to allow for an understanding how

individual actors produce and are in the same time a product of

social reality [14]. Thus, the methodology of agent-based

modelling proposes an integrated view on the theoretical
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problem: While it is an individualistic assertion that actors

produce social reality, it is a holistic position that actors are

products of social reality. Hence, agent-based modelling

techniques suggest to built-up a framework to understand micro-

and macro-phenomena in terms of one another. This paper

argues that agent-based simulation provides a tool to investigate

the constitution of social reality not only by its generative

capacity but also by the design of the agents’ cognitive

capacities: since agent-based modelling allows for an explicit

modelling of the agents’ cognitive capacities, it allows to study

how the emergent level is constituted by the agents’ cognitive

design.3

The paper concentrates on ontological questions related to the

constitution of social reality rather then on the epistemological

question if and how emergence is possible (comp. [15]). Hints to

the application of concepts of emergence in complexity research

can be found in [16 – 19]. The relation to evolutionary processes

is stressed in [20, 21]. The relation to psychology and

philosophy of mind is investigated in [22 – 25].

The paper proceeds as follows: the first section deals shortly

with the conceptual framework of emergence. The following

sections relate models (or architectures) to processes in human

societies. Since Society is not a physical object it will be asked

how it can be realised by the agents’ cognitive design. Two

ontological dimensions are differentiated: First, the process of

emergence of social positions is investigated. This is an

evolutionary process of differentiation of social reality and

individual actors. A sloppy phrase would be to denote this as

externalisation of society.4 Secondly, the reverse process of

immergence of society by social norms is analysed. This is the

causal effectiveness of social reality in the minds of individual

actors. Finally, it is shown how both processes are recursively

related by social control.

2 CONCEPTS OF EMERGENCE AND

IMMERGENCE

According to Bedau [27], the basic assumption of emergentist

theories is that reality is constituted out of a hierarchy of levels

of reality, for which hold that:

                                                
3
 Obviously, the agent architecture is not a realistic representation of

human cognitive capacities. Insofar it provides only an investigation the

possibility of the emergence of a new level of reality by up- and

downward causation through cognition. However, evidence exist that

human consciousness is processed by downward causal chains [22].
4
 The term is borrowed from activity theory [comp. 26]. In activity

theory, however, the deployment of this term is not identical to the way

it is used here.
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a) emergent phenomena are somehow constituted by and

generated from underlying processes and

b) emergent phenomena are somehow autonomous from

underlying processes.

Bedau defines a phenomenon as emergent when a macrostate

P of a system S with microdynamic D can be derived from D and

S’s external conditions but only by simulation [27]. This is a

comparably weak definition of emergence [comp 15]. However,

it is a tellingly characterisation of the processes at work in agent-

based simulation. One of the features of Multi-Agent Systems is

that they enable to built up patterns on the macro-level by local

interaction of individual agents. The famous Schelling model

[comp. 28] is one of the most prominent examples: Initially

randomly distributed groups of agents produce patterns of

segregation. The patterns of segregation are a newly generated

emergent property of the social macro-level.

However, only recently attention has been paid to a related,

but somewhat different problem: the way back from emergent

macro-social properties generating effects on the micro-level.

This complementary process has been denoted as immergence

[29, 30], in Philosophy of Science also known as Downward

Causation [31]. In a recent paper, Conte et al. [32] distinguish

two main ways in which Downward Causation occurs in human

and Multi-Agent Societies:

• a simple loop, in which the emergent effects produce new

properties on the generating micro-level. Examples are

dependence networks. Here the emergent macrostructure

creates a distribution of negotiation power among

individual agents at the generating micro-level [33]. This is

a structural property of the network, independent of the

individual consciousness of this structure.

• a complex loop, in which the emergent effect determines

new properties on the micro-level by means of which the

effect is reproduced again. Hence, a recursive interaction

between both levels is established in such a complex

feedback loop [32]. A particular interesting case occurs,

when the emergent effect is recognised by the producing

system. This has been denoted as 2nd order emergence [28,

34]. Stressing the crucial role of language, Goldspink and

Kay [35] introduce the notion of reflexive emergence; an

effect that as a matter of fact exist in Human Societies. For

instance, people recognise norms and act (sometimes)

accordingly.

This paper will investigate the cognitive capacities needed to

generate reflexive emergence. In terms of Social Theory this

would contribute to the above mentioned micro-macro problem.

It would be a fundamental contribution to Social Theory to

represent 2nd order emergence in Multi-Agent Systems.5 In

particular, representing agents’ conscious awareness of an

emergent social reality would be a building block to develop a

theory of Sociality, which would be able to explain recursively

micro and macro phenomena in terms of one another. Such an

investigation demands an examination of the agents’ cognitive

capacities. However, concurrently a framework will be outlined

of what social reality actually consist.

                                                
5
 For reasons of terminological simplicity, in the following the paper

will simply refer to the term immergence to denote the process of

downward causation.

3 EMERGENT SOCIETY

Translating the philosophical concept of emergence into material

conditions of human societies needs to identify the emergent

object. In case of human societies it is not so obvious what are

emergent levels of social reality, since different levels are

interweaved in individual action. Actors and society exist

parallel. Even though this need not be an exhaustive

enumeration, it will be proposed that it is possible to distinguish

at least two forms in which emergent and immergent social

reality can be identified. Emergence is specified as a process of

differentiation of social positions and individual actors.

Immergence is specified as the causal power of social reality on

individual behaviour by norms.6 Thereby society finds its way

back into the minds of the individuals. First the process of

emergence is investigated.

Following Peter Blau [36], the emergence of social structure

will be conceptualised as the distribution of a population among

social positions. This is because social structure “nearly always

includes the concept that there are differences in social positions,

and that there are social relations among these positions” [36, p.

27]. Undoubtedly, social positions influence people’s social

relations, but they have to be distinguished from mere

interaction. For instance, at different times the same position can

be inhabited by different people. Therefore positions gain an

autonomous reality. Hence, by the establishment of social

positions a differentiation between social reality and individual

actors take place.

Figure 1. emergence of social positions

In fact, evidence exists that the emergence of social positions

has been a concrete historical process which took place in space

and time. Archaeological findings indicate that the process of

differentiation between individual actors and social positions is

the process of the emergence of social stratification, presumably

located in the Palaeolithic period [38 – 42]. No archaeological

indicators for social stratification can be found in earlier

societies. In course of cultural evolution, however, “egalitarian

principles of burials were violated when extraordinary items of

gold started to be placed with certain individuals, presumably to

                                                
6
 There might exist more instances of social reality than social norms

and positions. For instance, some sociological theories [e.g. 37] stress the

crucial role of communication and thus language. Presumably language

is a precondition for the generation of cognitive capacities that enable the

emergence of social norms and positions. It is not denied that there might

exist a hierarchy of several levels of social reality.

Position
s

Actors
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mark their social difference.” [42, p. 112]. It is highly plausible

that the process of social stratification goes hand in hand with

the emergence of social positions. This is a process of the

emergence of an autonomous element of social reality. The

emergence of cultural symbols denote the emergence of a new

form of reality, consisting of role differentiation and social

stratification. However, since positions are no physical object,

the emergence of positions involves some kind of transformation

the cognitive structure of individual actors. In the following a

model is analysed with regard to the question what cognitive

capacities are needed for this innovation in the organisation of

human relations.

agent models of social emergence

There exist archaeological models of the emergence of

stratification. One – quite old, but in this respect still outstanding

model will be considered briefly: the EOS model of the

emergence of organised society.7

The target of the EOS model is to develop an agent-based

model of a theory [38] of the growth of social complexity in the

Upper Palaeolithic period of South–West Europe, that is 15 000

to 30 000 years ago [45]. In contrast to egalitarian societies,

complexity is defined as containing centralised decision-making,

ranking, role differentiation, and territoriality [46]. Hence,

among other features, the evolution of social stratification and

role differentiation is denoted by the notion of social complexity.

The main features of the model are [45]:

a) a two-dimensional simulated environment providing

clusters of resources that can be gathered by the agents. The

resources have a specific regeneration cycle and complexity,

which is defined as the number of agents necessary to acquire

them.

b) a population of 32 to 50 agents. The agents are able to

collect sensory data and move around in the environment. In

particular, they form plans for resource acquisition and

communicate about these plans. Agents need to gain resources.

To examine the question of how this model is capable to

represent emergent sociality, it is of particular interest to

investigate the agents’ cognitive capacities: The working

memory of the agents contains a resource model, where the

agents keep their beliefs about the resources, and a social model,

where an agent stores its beliefs about itself and other agents.

In course of the simulation the agents start without any

knowledge of groups or other agents. They collect information

about their environment and, if they are able to collect resources

individually, they do so. If there are resources that need co-

ordinated activity, then they develop plans for collective

resource gathering and attempt to recruit others for the execution

of the plan. Therefore they send out information about the

resource and the others evaluate this information to decide

whether or not to follow. Agents that are able to recruit others

become group leaders. The agents, whose plans are selected,

gain ‘prestige’. This leads to a “semi-permanent leader-follower

relationship” [45, p. 106]. This group structure becomes part of

the social model of the involved agents. This process may be

iterated, thus leading to a situation where a group leader together

                                                
7 This model has been selected since more recent models such as those

concerned with the decline of the Anasazi culture [43, 44] do not capture

the process of social differentiation.

with its group members becomes a participant of another group.

Hence, by iterations a social hierarchy is formed.

These hierarchies have the ability to persist, but may also

break down after a while. This is affected by how easily agents

decide to operate independent of their leader and how long they

believe to be part of a group when they are not in contact with it

[45, p. 214]. Hence, the EOS model allows the study of

mechanisms of the emergence of social stratification out of

egalitarian groups of agents.

Agent cognitive capacities

It thus has been concluded that the hierarchy is an “implicit

property of the agents’ social model” [47, p. 154]. However,

regarded from the perspective of duality of structure and action,

the way back from emergent structure (namely: hierarchies) into

the agents’ social model is a crucial property of the agents’

cognitive structure. Namely, in this model social reality is

expressed in terms of individual agents. The restriction of this

model is not primarily that the hierarchy is a property of the

agents’ social model but that the agents’ social model is

restricted to knowledge about individual actors. It does not

include the notion of social positions, where actors in such

positions are responsible to form plans. In terms of George

Herbert Mead [48], they lack the notion of the generalised other.

This restriction of the agents’ cognitive capacities leads to the

result that the model is incapable of generating a social sphere of

its own. It shall not be question whether the model is a correct

representation of the social reality at around 20 000 BC..

However, the differentiation of social positions and individual

actors is a qualitative switch in human prehistory that agent-

based modelling technology has not represented so far. The

cognitive capacities of the agents do not include a kind of

abstraction process from individual leaders to the abstract notion

of a leader and thus social positions. Eventually, the current

New-Ties Project might provide new inside into such processes.8

4 IMMERGENT SOCIETY

The process of differentiation between actors and positions is a

process of the emergence of a new level of social reality. It is

represented both in material symbols of social status and in the

mind of the actors, able to identify the symbolic meaning of the

material items. Classical role theory [49 – 51] emphasises that

positions are characterised by social norms.9 Hence the

emergence of positions includes the dual process social

immergence. For instance, in the EOS model social hierarchies

are a representation of the agents’ social model. This is a

complex feedback loop, in which the emergent effect is

recognised and reproduced by the producing actors. This is a

social norm: Norms are means to regulate individual behaviour

in a way prescribed by society (for instance, the norm to respect

                                                
8 http://www.cs.vu.nl/~gusz/newties/newties.html
9
 The immergent effect of norms is essential to establish social positions.

However, norms may have existed before the emergence of social

positions took place. Presumably, the emergence of norms went along

with the emergence of language (compare also footnote 6). However,

positions enable the establishment of a new kind of norms (such as

money) for large and anonymous societies. Hume [52] denoted this as

artificial virtues.
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the authority of a group leader). Social norms are essential

features in the coordination of populations of actors. Hence, by

the means of social norms, social reality is causally effective in

the minds of the individual actors [29]. In the following, a closer

examination of agent-based models of norms is undertaken.

Figure 2. immergence of social norms

Agent models of social immergence

The current development of normative agent systems mostly

follows the Belief-Desire-Intention Architecture [53], by

extending this approach to a Belief-Obligations-Intention-Desire

(BOID) Architecture [54]. Examples for such an approach are

[55 – 60]. Obligations are introduced to constrain individual

intentions and desires on the one hand, while preserving

individual autonomy on the other [54]. Agents are able to violate

normative obligations. This implies that agents dispose of the

capacity of normative reasoning. A sophisticated agent design

following a similar logic, however without an explicit notion of

obligations can be found in [61].

In this paper, a closely related, but nevertheless somewhat

different account is examined in more detail: Boella/van der

Torre’s ‘An architecture of a normative system’ [62]. This

architecture is selected, since it relies on John Searle’s theory of

constructing social reality [63]. It is thus an approach to

explicitly represent social reality in the agents’ cognitive

capacities. The primary technical terminus in Searle’s theory are

the so-called counts-as conditionals. Searle’s theory of social

reality distinguishes between brute and institutional facts.

Institutional facts are build upon social norms. Two types of

norms are distinguished: some norms regulate pre-existing forms

of behaviour, while other norms create the possibility of that

activity. For instance, playing chess is constituted by the rules of

the game. Following Searle, the general form of a normative

ontology is ‘X counts-as Y in context C’. Boella/van der Torre’s

architecture intends to represent this theoretical approach in the

agent’s design.

Figure 3. simplified Architecture of a Normative System

In the architecture the inputs of the normative system are

brute facts. The outputs are obligations and permissions. The

normative architecture has four components: counts-as

conditionals, obligations, permissions and a norms base. Thus, if

a proposition p is flowing over a permission channel it is

interpreted as a permission P(p). The norms base has no input, it

is assumed as fixed. It includes background knowledge of

institutional constraints. The inputs of the counts-as component

are brute facts, counts-as conditionals and institutional

constraints. Counts-as conditionals and institutional constraints

come from the norms base. Brute facts are external inputs. The

outputs are brute and institutional facts. They are sent to the

obligation and permission components. The input of the

obligation component contains conditional obligations (coming

from the norms base), a context (a mixed description of brute

and institutional facts coming from the counts-as component)

and constraints. Constraints are added to avoid inconsistencies.

The outputs are obligations. The design of the permission

component is similar, but without constraints: the inputs are

conditional permissions (coming from the norms base) and brute

and institutional facts (coming from the counts-as component).

The outputs are permissions. Thus, the whole architecture

transforms brute facts into obligations and permissions.

Agent cognitive capacities

In analysing this architecture it is striking that first, the input

of the whole architecture is restricted to brute facts and secondly,

that the norms base has no input.10 At first sight this seems to be

straightforward. However, this leaves a problem unresolved: the

norms base can only be updated off-line. Norms are thus not

emergent features of the system; there exist no feedback loop

between the environment and the norms-base.

It can be presumed that this is due to the fact that sensory data

consist of brute facts. Based on ethnological evidence, Emil

Durkheim [64] proposed an alternative view in his ‘elementary

form of religious life’. First, he claimed that religion has been

the very first representation of a norm setting authority in the

                                                
10

 This is not specific to this example. In fact, also for the BDI inspired

architectures it holds that belief updating is realised by sensory data.

Moreover, in attempts to resolve conflicts between the different

components it is a commonplace that beliefs override the other

components. This is the architecture of so-called realistic agents [54]. In

fact, the update of the obligation component is an open problem for the

design of normative agents.
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evolution of human culture. Religion entails belief formation

affecting the norms base. For instance, if you convert to a

muslim you are prohibited to drink alcohol. This is

uncontroversial. However, Durkheim also claimed that religion

always entails a cosmology. Religious belief is not only about

supernatural entities but about the structure of the world. Hence,

brute and institutional facts cannot be separated. An obvious

objection is that here two meanings of belief are confused. It is a

difference to belief that it is raining just now or to belief in the

existence of a supernatural god. However, this is exactly what is

contested by Durkheim’s analysis: “Religious representations are

collective representations which express collective realities” [64,

p. 22].

Moreover, it is worth noting that they are collective

representations: by analysing totemism Durkheim concluded that

primitive religion had been the very first representation of

society by its members. Totemism established the identity of the

clan by the shared name of the totem and thus a relation between

the individual and the society. The symbolic unity, generated by

this classification scheme, was the source of this belief system to

exert moral authority in much the same way as the belief that it

rains might trigger the intention to open an umbrella.

Obviously, this is difficult to implement computationally.

However, as the notion of a ‘shared name of the totem’ indicates,

the problem is closely related to the emergence of language

[comp. 65]. The advent of language opens up the possibility of a

symbolic representation of the world in a consensual linguistic

domain [35]. Language is thus a precondition for religious

collective representations. However, this is a computationally

traceable problem. For instance, the emergence of a commonly

shared lexicon is an implemented feature of agent models [66,

67]. Eventually, the current New-Ties Project might provide new

insights “which system components carry the knowledge

structures that make up world models”.11 Anyway, to represent

the human social dynamic in agent systems it is necessary  to

close the feedback loop between generating and emergent

phenomena. Since the only environmental input in the agent’s

design is directed to the belief component (here the counts-as

conditionals), this problem is in some way related to the relation

between the update of beliefs and obligations. In the following

we will see that beliefs can exert social control (similar to

obligations).

5 SOCIAL CONTROL

While the former section was concerned with the question of

how social norms work in the minds of individual actors, this

section is concerned with the question of how they get into the

minds. This is closely related to the problem of social control. In

particular the invention of ‘Artificial Virtues’ [52] in large and

anonymous societies demands for social control.

Sociologically, the problem of social control refers to the

problem discussed above: the emergence of social positions. It

has already been remarked that, presumably, this process was

driven by population concentration. Hierarchical organisation of

society allows for larger populations than prehistoric bands.

Evolutionary psychology estimates that ancestral hominids lived

in groups of 20 to 100 persons [68]. In small groups social

                                                
11 http://www.cs.vu.nl/~gusz/newties/newties.html

control can be exerted in direct peer-to-peer interaction. In larger

societies, however, this becomes precarious because actors can

preserve anonymity.12 A possibility to assert social order are new

organisational features such as hierarchies and role

differentiation: namely, by vesting hierarchical positions with

norm setting authority. As a matter of fact, this process occurred

in course of cultural evolution. In large societies, social control

is executed by specialised institutions, providing specific social

positions. 13

Agent models of social control

In the following, an architecture of such a normative control

system is investigated, described in the paper ‘Norm governed

multiagent systems: the delegation of control to autonomous

agents’ [69]. It has been stressed by several authors that

normative obligations involve both – a norm addressee and

someone wanting the norm to be fulfilled [70 – 73]. However,

this architecture is selected for closer inspection, since it

explicitly introduces agents with specialised social roles.

In the paper it is distinguished between 1) agents whose

behaviour is governed by norms, 2) so-called defender agents

that monitor violations and 3) a normative system that issues

norms and monitors the defender agents. This reflects that in

modern states the government is separated into a legislative

system, responsible for the norm setting and a judicial system,

responsible for the control of norm compliance. Thus, there exist

three classes of autonomous agents: (class of) agent 1 is subject

of obligations, (class of) agent 2 is responsible for norm control

and sanctioning of violations. Agent 2 is the defender agent.

(class of) agent 3 is the central authority that imposes obligations

and permissions and monitors the defender agents. All agents

make their decisions autonomously, i.e. based on their interests

and states of belief.

Figure 4. (Three agent) Control System

The sequence of actions in a three agent scenario is the

following (from the perspective of agent 1):

Agent 1 makes its decision d1 at time 0. It beliefs to be in a

state s0
1 (subscripts denote the agents, superscripts denote time).
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 This refers to the well known problem of cooperation among

strangers. It shall not be questioned that this problem also can be

resolved by decentralised interaction [74].
13

 The problem that the generation of a certain surplus is a

presupposition to provide specialised positions will not be investigated in

this paper [comp. 75].
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The expected consequences of the decision at time 1 are

calculated by a belief rule B1
1. The expected consequences are

denoted as the epistemic state s1
1 of the agent 1. In making its

decision, agent 1 tries to take the decision of agent 2 into

account. Therefore it has a representation of what it beliefs to be

agent 2’s initial state s0
2. Agent 1 beliefs that its decision has the

consequence that agent 2 then beliefs to be in the state s1
2, since

agent 2 observes agent 1. Then agent 2 makes its decision d2.

The decision is based on whether agent 2 counts the action of

agent 1 as a norm violation or not. Thus, (next to goals and

desires) agent 1 builds its decision on expectations about the

belief system of agent 2.

However, the same holds for agent 2: At time 1 (when agent 2

observes agent 1), agent 2 beliefs agent 3 to be in the epistemic

state s1
3. Moreover, it beliefs that the epistemic state of agent 3

changes to s2
3 as a consequence of its decision d2. This in turn

will cause a decision of agent 3. Agent 2 beliefs that this will

lead to the epistemic state s3
2 for itself and to s3

3 for agent 3.

Thus, (next to goals and desires) agent 2 builds its decision on

expectations about the belief system of agent 3.14

The decision process is characterised as follows: the agents

are assumed to be of a selfish stable agent type. That is, it is not

implemented that agents automatically obey norms, but calculate

an optimal decision. An optimal decision maximises expected

utility.

Obligations, i.e. norms, are characterised as follows: Agent i

beliefs that it is obliged to do x with sanction s under condition q

if it beliefs that agent i+1 (the defender agent) desires and has

the goal x. Moreover, agent i beliefs that agent i+1 has the desire

not to sanction and agent i itself has the desire not to be

sanctioned. However, agent i beliefs that agent i+1 has the desire

that there is no norm violation and has the goal and desire to

recognise a norm violation. Finally, agent i beliefs that agent i+1

desires to sanction a norm violation if it recognises it.

Note, that defender agents do not intrinsically desire to

sanction. Defender agents desire to sanction a norm violation

because they are monitored by the norm setting authority. The

norm setting authority is represented by agent i+2. This means

(from the perspective of agent i) that agent i beliefs that it is

obliged to do x, if it beliefs that agent i+2 desires and has the

goal that x and that there is no norm violation. Moreover, agent i

beliefs that (agent i+2 beliefs that) agent i+1 is conditionally

obliged  by agent i+2 to sanction a violation by agent i. The

obligation for the defender agent to sanction norm violation is

again represented in the same way: namely by the possibility that

the norm setting authority, agent i+2, sanctions violations of the

obligation to sanction norm violation. Hence, defender agents

sanction because of fear of sanctions.15

                                                
14 

In principle, this can be iterated: for example, the central authority

(agent 3) can delegate the control of the defender agent (agent 2) to

another defender agent. This leads to a hierarchy of agents in which each

agents considers the reaction of the agent in the subsequent hierarchy

level when choosing an action. Conversely each agent observes the

agents on the next lower hierarchy level.
15

 In principle, this is the same structure than in Robert Axelrod’s so-

called meta-norms game [76]. In this game agents can sanction defecting

agents and agents not sanctioning defections. The difference is, that role

differentiation is introduced here. Sanctioning norm violations and

monitoring sanctions is ascribed to specific types of agents.

Orders of emergence

In this architecture norm enforcement is ascribed to specific

types of agents. It thus explicitly represents social role

differentiation. This implies the existence of social positions

assigned to specific tasks. It is worth noting, that first, defender

agents are obliged to sanction because of their professional

duties and secondly, that this role differentiation is a feature of

the agents’ belief structure. Social positions are represented as a

feature of the agents’ cognitive capacities.

Figure 5. the feedback loop of 2nd order emergence

The stabilisation of the process of norm immergence by

means of social control (in large societies) can be enforced by

the emergence of social positions, enabling the delegation of

control. The notion of positions refers to the emergence of

hierarchical organisation of society as analysed in the EOS

model [45]. Hence, both processes of emergence and

immergence refer to each other. The delegation of social control

to specific agent roles closes the feedback loop between

emergent and immergent processes. It enables the possibility of

the invention of ‘Artificial Virtues’. However, currently the

feedback loop is not closed: the existence of positions is a pre-

given feature of this architecture. Only an integrated perspective

on all three cases enables a representation of a complex feedback

loop of social emergence.

6 CONCLUSION & FUTURE WORK

The task of this paper was to argue that the cognitive structure of

software agents opens-up a new perspective to an explanation of

social emergence. Agent-based models and architectures have

been investigated with regard to the question of how individual

agents are able to produce and to be in the same time a product

of social reality. A three-stage scenario of the evolution of social

reality has been developed. Particular attention has been paid to

the question how society gets effective by the agents’ cognitive

structure. This enables to develop a theoretical framework that is

capable to represent simultaneously the social micro- and macro-

level.

The process of differentiation of social positions and

individual actors has been identified as the emergence of social

reality. The EOS model [45] demonstrates how social structure

can be represented in the agents’ social model. However, it still

lacks a process of abstraction of social positions from individual

Positions

actors

roles
Normative 

control
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agents. The representation of counts-as conditionals in the

architecture developed by Boella/van der Torre [62] opens-up a

perspective of how emergent social reality can be causally

effective in the individual agents’ minds. By the generation of

permissions and obligations, society is reproduced again. Also

here, society is a component of the agents’ cognitive structure.

However, the shortcoming of this architecture is that the norms

base can only be updated off-line. If agents would be able to

develop conjointly a symbolic representation of the world in a

consensual linguistic domain, it could be possible that a norms

base could be developed in this process. The processes of

emergence of social positions and immergence of social norms

are related by norm enforcement exerted by actors ascribed to

specific roles (that is, social positions), transferring social norms

into individuals. The principles of role differentiation are

described in Boella/van der Torre’s paper [69]. Note, that these

roles are features of the agents’ belief structure. In this model,

however, positions (of defender agents and normative authority)

are pre-given.

So far the models stand in isolation. It is an open problem to

link the models recursively. The task would be to integrate a

model of the emergence of positions, responsible for the

execution of social control, with a model of norm internalisation:

if agents would be able to recognise the emergent norm setting

authority, a complex feedback-loop of 2nd order emergence

would be established. It is thus left for future work to close the

feedback-loop and to develop a more comprehensive model of

emergence in the loop.
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What can Agents Know?  The Feasibility of Advanced 
Cognition in Social and Economic Systems

Paul Ormerod1  

Abstract The purpose of this paper is to suggest that in many 
social and economic contexts, self-awareness of agents is of little 
consequence.  The complexity of many such systems is very 
high.  No matter how advanced the cognitive abilities of agents 
in abstract intellectual terms, it is as if they operate with 
relatively low cognitive ability within the system.  This can be 
the case even when the emergent properties of the system are 
known to individual agents.  Examples are given from macro-
economics, the evolution of firms, financial markets and 
games.i1 

1 INTRODUCTION 

The purpose of this short paper is to suggest that in many social 
and economic contexts, self-awareness of agents is of little 
consequence.  The complexity of many such systems is very 
high.  No matter how advanced the cognitive abilities of agents 
in abstract intellectual terms, it is as if they operate with 
relatively low cognitive ability within the system.  This can be 
the case even when the emergent properties of the system are 
known to individual agents. 

 This is not to say that the arguments of Gilbert [1] and of 
Goldspink and Kay [2] are not valid in some empirical settings.  
But I want to suggest that the situations in  which they are valid 
might be rather circumscribed.  The Turing rule that the vast 
majority of real life problems have no algorithmic solution limits 
the empirical usefulness of the assumption that agents operate 
with advanced cognitive ability.  In many real life situations, the 
dimension of the problem scales super-exponentially, even when 
considering situations in which interactions between agents and 
emergent properties of the system are absent.  Keen [3], for 
example, provides an illustration of the dimensions involved in 
even quite simple consumer choice decisions. 
    I am not pretending to offer in any way a proof of my main 
point.  But I want to provide empirical examples.  I am 
suggesting that a key issue in the context of the theme of this 
session of the conference is prior consideration of the feasibility 
of agents exhibiting advanced cognition in any particular 
context, regardless of their inherent intellectual abilities.  

2 THE MACRO-ECONOMY 

The problems of assigning advanced cognition to agents, even 
with no emergence, can be illustrated first of all by reference to 
the macro-economy. 
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    The economy is undoubtedly a complex system with emergent 
properties.  The decisions of millions of individual consumers 
and firms interact to produce the movements we observe at the 
aggregate, macro-economic level in variables such as total 
output (GDP), inflation and unemployment. 
    Policy makers have a strong incentive to be in possession of 
forecasts which are systematically accurate over time.  If they 
have little idea of where the economy is likely to be in a year’s 
time, say, the ability to carry out a successful policy intervention 
is obviously limited.  
    Policy makers and their advisers are very much aware of the 
emergent phenomena of a macro-economy.  Indeed, it is 
precisely this data, which emerges from the interactions of the 
agents at the micro level, which they are trying to influence. 
    There is a large literature which shows that even on one-year 
ahead predictions, the forecast errors are large relative to the size 
of the data.  Forecasters seem to do well when the economy is 
pretty stable, but are quite unable to capture turning points.  The 
evidence from the forecasting record suggests that we can do 
ever so slightly better than the naïve rule which says next year’s 
growth is the same as this, but there is not much in it.  The only 
economy which seems to deviate from this finding to any 
significant extent is that of the United States, yet even here the 
level of predictability is very low by scientific standards. 
    There is a whole branch of economic theory, real business 
cycle theory, which argues precisely that cycles arise from 
random exogenous shocks.  As it happens, I think the cycle is 
mainly endogenous and not exogenous.  But here is a serious 
part of mainstream theory which hypothesises that the short-term 
growth rate of the economy is unpredictable.  Of course, 
predictions can always be carried out, but ‘unpredictable’ here 
means that it is not possible to make systematically accurate 
forecasts.  So our ability to learn to make short-term macro 
forecasts is very severely constrained.  We do not appear to be 
able to process successfully the available information.   
    I started off many years ago as a forecaster, and it soon 
became clear to me that it didn’t work.  I’ve been interested for a 
long time in why this should be the case, and a few years ago I 
finally worked it out.  Physicists and mathematicians have 
developed a technique, random matrix theory, which enables us 
to decompose time series data into what we might usefully think 
of as signal and noise.  Signal is the bit that contains genuine 
information, and noise is, well, noise.  I used this technique and 
published an article in Physica A on the failure of macro-
economic forecasting [4].  Essentially, the data is dominated by 
noise rather than signal. 
    The lack of predictability of the cycle does not mean that the 
agents taking the decisions which generate the cycle are acting at 
random. It is a question of dimensionality.  The dimension of the 
problem leads to the data appearing ‘as if’, a favourite phrase of 
economists, it is close to random. 
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    Theoretical approaches which contain sophisticated 
autonomous agents following maximising rules, such as real 
business cycle theory, are unable to capture key emergent 
features of the system, such as the (weak) time and frequency 
domain regularities, the distribution of the duration and size of 
recessions, the overall distribution of GDP growth rates and the 
distribution of individual firm growth rates.  In contrast,. models 
which have simple agent rules, but in which agents are 
connected on networks, can.[for example, 5] 
    A series which, at least for the UK, is not possible to 
distinguish from a random one is the change in the rate of 
inflation [6]  The Monetary Policy Committee of the Bank of 
England have as their objective the maintenance of a particular 
rate of inflation.  All the members are thoughtful and intelligent.  
They have large teams of highly qualified researchers employed 
to discover the emergent properties of the system, in other words 
how the macro-economy operates. 
    Yet, given that the change in inflation is indistinguishable 
from a random series, they do not know what the rate of inflation 
is going to be in, say, one year’s time.  Specifically, they do not 
know whether it will be higher or lower than it is at present.  So 
their ability to control the rate of inflation, to meet the target, is 
very seriously constrained2. 
    The macro-economy is an important example of our inability 
to learn in any meaningful sense because of limits to the 
cognitive ability of agents.  It is not that the agents – policy 
makers – do not have advanced cognition in general, it is as ‘as 
if’ in specific contexts they do not. 

3 FIRM EVOLUTION AND DEATH 

Firms have a very strong incentive to survive.  Management 
spends a large amount of both time and money in trying to 
understand the properties of the system which their particular 
firm inhabits.  Yet even amongst the very largest firms in the 
world, success tends not to persists.  Batty [7] notes that over the 
1955-1994 period ‘From the 100 firms making up the Fortune 
500list in 1955, 39 (percent) remain in 1994, and if the changes 
in each year from 1955 are examined, this reveals a more 
dramatic micro-dynamics with firms entering and leaving the list 
with great rapidity’. 
    Even more dramatically, firms both large and small actually 
disappear all the time.  In both America and Europe, for 
example, more than 10 per cent of firms become extinct every 
year.  A stylised fact that is established in the literature relates to 
the relationship between the age of the firm and the probability 
of extinction, or survival, looking at it from the opposite 
perspective.  The probability of extinction is high in the early 
years of a firm’s life.  It falls rapidly, and becomes essentially 
flat.  The finding seems to apply to firms regardless of size. 
    The second relates to the concept of the size of an extinction 
event.  In other words, during a given period of time, we identify 
what proportion of firms become extinct.  This gives us the size 
of the event.  The bigger the proportion, the bigger the size.  We 
then relate the size to the frequency with which it is observed 
over the whole of the data. 

                                                
2 Even assuming economists understand the connection between changes in interest 
rates now (the policy instrument available to the Bank) and changes in the rate of 
inflation in the future, which they do not.  For example, the impact of interest rate 
changes on the exchange rate, which is a determinant of inflation, is theoretically 
indeterminate 

    This approach is well known in the biological fossil record.  
The frequency with which any given size of extinction event is 
observed – in this case the proportion of all species becoming 
extinct during given time interval – is inversely proportional to 
the square of the size.  In other words, large extinction events are 
much less frequent than small ones. 
    It turns out that a very similar relationship exists for the 
frequency-size relationship observed for the extinction of firms 
[8].  So we have two stylised facts to explain. 
    I developed a theoretical model to account for them [9].  The 
actions of any given firm can have either positive or negative net 
impacts on the fitness for survival of any other firm.  In other 
words, firms might produce complimentary products, or they 
might compete.  The impacts are expressed through a matrix, 
each cell of which specifies the impact of firm i on the fitness for 
survival of firm j.  There is a rule which specifies what level of 
fitness a firm needs to survive, and how extinct firms are 
replaced. 
    The key feature of the model is that, in each step of the 
model, the net impact of the actions of firm i on the fitness for 
survival of firm j is updated at random.  In  other words, it is as 
if firms had no knowledge of the impact of their strategies.  It is 
as if they are unable to learn from their past experience. 
    This model replicates very accurately the two key stylised 
facts on firm extinction.  I go on to allow firms to have a certain 
amount of knowledge of the consequences of their actions.  In 
other words, it is as if they are able to learn.  I vary both the 
proportion of all firms in the model with this ability, and the 
amount which they are able to learn. 
    There are very considerable gains to being able to learn.  The 
average life of agents able to learn, even small amounts, is 
considerably larger than agents who cannot learn. In the limit, of 
course, as the proportion of firms able to learn approaches unity, 
and as the amount of knowledge which they learn increases, the 
firms approach infinite lives and never die. 
    But firms are only able to know very small amounts before the 
model ceases to replicate the stylised facts on extinction.  It 
appears that a firm cannot learn very much at all either about the 
impact of their strategies on the ability of other firms to survive, 
or about the impact of the strategies of other firms on its own 
ability to survive. 
    As with business cycle theory, the key to the ability of the 
theory to account for emergent behaviour is not the sophisticated 
rules of the agents, but the fact that they are connected on a 
network.  This structure of the system is more important than 
specific agent rules.  Knowledge of the emergent properties of 
the system would essentially be of no use to an individual firm. 

4 FINANCIAL MARKETS 

A similar result on structure is obtained by Farmer et. al. in their 
study of share prices on the London Stock Exchange [10]  
Agents place orders to buy and sell at random, subject to 
constraints imposed by current prices (which limit the size of 
order which can be placed by an individual).  The model 
explains 96 per cent of the variance of the gap between the best 
buying and selling prices (the spread) using a sample of 11 
stocks, and 76 per cent of the variance of the price diffusion rate, 
which determines the size and frequency of changes to prices.   
    The price setting mechanism is a continuous double auction, 
the process actually used on the Stock Exchange.  The auction is 
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called "double," because traders can submit orders to both buy 
and sell, and "continuous," because they can do so at any time.  
The results of the Farmer et. al. paper arise, for reasons which 
no-one yet understands, because of this particular price setting 
mechanism which is used. 
    In real life, of course, agents engage in what they believe to be 
clever strategic behaviour, yet a model which neglects this 
entirely performs impressively from a scientific perspective.  So, 
again, the structure of what we might think of as the game, the 
price setting mechanism, is very important in determining 
outcomes, more so than accurate modelling of agent behaviour. 
    Further, knowledge of the emergent properties of the system, 
the subtle properties of price changes, is of no use to individual 
agents in the system.  They cannot exploit knowledge of these 
properties in their individual decision rules. 

5 GAMES 

The more abstract world of game theory offers further 
illustrations both of the difficulties of assigning high cognition to 
agents, and of the importance of the overall structure of the 
system, the institutional rules.  But, again, knowledge of the 
‘emergent’ properties of the game would not be of much help to 
individuals.  
    A trivially easy game is noughts and crosses (British English) 
or tic-tac-toe (American English).  There are multiple Nash 
equilibria in the game, so many that almost any move in any 
strategy leads to the optimal outcome, a draw.  Knowledge of 
this emergent property might be useful, but it is easy to discover 
by experiment.  Even young children rapidly learn this.  But we 
do not need to consider games which are very much more 
complicated before things become less clear cut. 
    The rules of chess can be stated very readily, and a reasonably 
intelligent person can remember them quickly.  But the 
computational power required to analyse most position in a game 
scales super-exponentially.  In the vast majority of positions 
which can exist, we are completely unable to determine which is 
the best move.  
    Computers have essentially made progress in chess by pure 
number crunching.  In other words, by the exhaustive 
examination of permutations of moves in a given situation.  The 
world’s leading player for two decades after the Second World 
War, Botvinnik, believed that computers would eventually beat 
humans if they could in some way be programmed to understand 
the nuances of positional play in chess, rather than by exhaustive 
examination of the possibilities.  He led a Soviet research 
programme on this, but essentially got nowhere.  The gains have 
not been made by computers exhibiting advanced cognition in 
understanding the subtleties of positional play in chess – the 
emergent properties, as it were - but by grinding out tactical 
calculations. 
    So chess is an example of a game which can be described very 
simply, but where the dimension of the problem of solving it 
scales in a super-exponential way.  Even very powerful modern 
computers can only solve a limited proportion of all possible 6 
piece combinations yet the game itself involves 32 pieces.   
    Chess of course is a recreational game without wider 
applications.  A game which is often held to have many practical 
application is that of the Prisoner’s Dilemma.  The rules are very 
simple and are time invariant.  Agents are assumed to have a 
great deal of information.  In particular, in its simplest form, 

each agent is assumed to know the payoff values of his or her 
opponent.  This is a pretty strong assumption to make when you 
think about it.  Yet do we know the best strategy?  Well, we do 
when we make the very specific assumption that the game will 
end in a fixed number of moves, and that both players know this.  
We might think of this as removing any uncertainty which the 
existence of the future might bring.  In other words, it limits the 
dimension of the problem. 
    There is a vast literature on the Prisoner’s Dilemma when it 
ends at random.   But the optimal strategy remains unknown.  
Agents do not have the cognitive ability to compute it.  The 
scientific community has invested a great deal of effort in trying 
to discover, to learn the best strategy, but still we do not know.  
    The Beauty Contest game is based on Keynes’ famous 
comment on the stock market, which he likened to a newspaper 
game popular in the UK in the 1930s.  Newspapers published 
picture of 100 women, and to win it was necessary to guess the 6 
which the most participants would select as the most beautiful.  
As Keynes wrote [11] ‘It is not a case of choosing those [faces] 
which, to the best of one’s judgment, are really the prettiest, nor 
even those which average opinion genuinely thinks the prettiest. 
We have reached the third degree where we devote our 
intelligences to anticipating what average opinion expects the 
average opinion to be. And there are some, I believe, who 
practice the fourth, fifth and higher degrees’ 
    In the modern version, a group of individuals is asked to select 
a number between (and including) 0 and 100.  The winner is the 
person whose guess is nearest to a specified fraction of the 
average of all the guesses.  If all players practice a ‘high degree’ 
of reasoning, the winning number will be close to the Nash 
equilibrium of 0.   
    But experiments designed to elicit the degree of reasoning 
which agents use all show that it is low, typically between 1 and 
3.  For example, Duffy and Nagel [12] set up a game in which 
the winner is the person(s) whose guess was closest to half of 
either the median, the mean, or the maximum number chosen by 
all players.  They found that players used a very low order 
degree of reasoning when forming expectations on other players’ 
expectations.  If the winning number were announced and the 
game repeated with the same players, they found that the 
winning number did approach zero, but even after repeated plays 
of the game the degree of reasoning remained low. 
    Knowledge of the Nash equilibrium solution would, except 
possibly in the final stages of successive plays of the game by 
the same set of players, be of no use to an individual.  Indeed, 
anyone using this as his or her rule would in general lose.  The 
key to success is not knowledge of the emergent equilibrium, but 
guessing the degree of reasoning which is being used by other 
players. 
    Interestingly, Duffy and Nagel found that the structure of the 
game, in this case the statistic which determines the winning 
number, had an important influence on the speed with which 
players converged towards zero as the winning number. 
    The Ultimatum Game [13] offers an example of how the 
wider setting in which a game is played can be of crucial 
importance to the outcome.  Two players interact once only.  The 
first player proposes how to divide a sum of money between 
themselves, and the second player can either accept or reject this 
proposal. If the second player rejects, neither player receives 
anything. If the second player accepts, the money is split 
according to the proposal. 
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    There is now a vast literature on this game, almost rivalling 
that of the Prisoner’s Dilemma.  The reason for this is well 
known.  Theoretically, the first player should offer the smallest 
non-zero amount possible, since from the point of view of the 
second player anything is better than nothing33.  Yet the evidence 
that in general people do not follow this strategy is very strong.  
The game has been played in many settings, including ones in 
which the amount of money on offer is large to the participants, 
and this result appears to hold. 
    I am not suggesting that we know for certain why this is the 
case.  But broader concepts of equity and fairness are surely 
important, ‘broader’ here in the sense of existing quite 
independently of the game itself.  How agents play the game 
does not influence these broader sets of values, but the values 
influence the outcome of the game.   
    So, clearly, there are ‘higher levels’ of emergence which are 
important for outcomes.  With the Beauty Contest game, it is the 
policy maker (the experimenter) who selects the statistic which 
is to be used.   And with the Ultimatum Game, the outcomes 
appear to be determined by the broader values of society.  

6 BRIEF COMMENTS  

• In many social and economic contexts, self-awareness of 
agents is of little consequence.  The complexity of many 
such systems is very high.  No matter how advanced the 
cognitive abilities of agents in abstract intellectual terms, it 
is as if they operate with relatively low cognitive ability 
within the system.  This can be the case even when the 
emergent properties of the system are known to individual 
agents. 

• The Turing rule that the vast majority of real life problems 
have no algorithmic solution limits the empirical usefulness 
of the assumption that agents operate with advanced 
cognitive ability.  

• The more useful ‘null model’ in social science agent 
modelling is one close to zero intelligence.  It is only when 
this fails that more advanced cognition of agents should be 
considered.  
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Abstract In this paper we provide a brief recount of 

alternative approaches to what we argue is a fundamental issue 

for our understanding of sociality – the micro-macro problem or, 

as we refer to it here, the problem of social emergence. We then 

discuss recent attempts to identify how the range and type of 

emergent phenomena changes as a result of changes in the 

fundamental characteristics of micro-agents. We conclude that 

there appear to be a number of critical thresholds, notably that 

which arises when agents become constitutively autonomous and 

subsequently also develop behavioural (sensori-motor) 

autonomy.  It is the combination of these two levels of autonomy 

which accounts for what we typically call ‘cognition’ in 

biological agents. Current artificial intelligence models attempt 

to replicate the ability without autonomy. While this approach is 

being seen as increasingly problematic in robotics it appears yet 

to have influenced approaches to social simulation.  We propose 

achieving behavioural autonomy as a goal and focal point for 

future simulation research. We argue that this is the minimum 

threshold needed to achieve social emergence.  We illustrate this 

by discussing the concept of social ‘norm’ as an ‘attractor’ in a 

phenomenal domain of structurally coupled behaviour..12 

1 INTRODUCTION 

Building and working with artificial societies using the 

methods of multi-agent social simulation serves us in several 

ways – it allows us to operationalize social theories and to 

compare simulated behaviours with those observed in the real 

world and it allows us to build new theory by exploring the 

minimal mechanisms that might explain observed social 

behaviour. Most importantly, it provides a unique ability to 

explore the interplay between levels of phenomena and to 

understand dynamic properties of systems. A great deal can and 

has been achieved in both these areas with even the simple 

methods we currently have available. However, Keith Sawyer 

[1] has recently reminded us that, to date, we have worked with 

agents of very limited cognitive capability and that this 

necessarily limits the range and type of behaviour which can be 

explored. This echoes a sentiment made a decade ago by 

Christiano Castelfranchi [2] that social simulation is not really 

social until it can provide an adequate account of the implication 
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of the feedback between macro and micro which becomes 

possible with higher cognitive functioning of social agents.   

This paper examines the relationship between agent capability 

and orders of emergence in order better to define the critical 

thresholds which limit our capacity to simulate certain classes of 

social phenomena.  

In many respects, developments in our capacity to simulate 

artificial societies have led us to confront anew a long-standing 

issue within social theory. This problem is variously referred to 

as the micro-macro problem, the problem of structure and 

agency or social emergence.  This problem has been a long term 

focus of our collaboration [see 3, 4]. Over the past decade we 

have worked towards a theory of sociality which can provide a 

coherent and consistent account of the interpenetration (circular 

causality) of micro and macro phenomena – i.e. which can 

provide a substantive account of fundamental social generative 

mechanisms. No such theory currently exists. This current paper 

is a continuation of that work but also has its origin in one 

author’s involvement with the EU funded project titled 

Emergence in the Loop (EMIL). Through EMIL we aim to a) 

provide a theoretical account of the mechanisms of normative 

self-regulation in a number of computer mediated communities 

b) specify the minimum cognitive processes agents require to 

behave in normative ways c) develop a simulator which can 

replicate the range and type of normative behaviour identified by 

the empirical research so as to further deepen our understanding 

of how and under what conditions normative self-regulation is 

possible.  

2 A BRIEF RECOUNT OF THE PROBLEM  

The notion of emergence has a long history. Unfortunately the 

concept remains ill defined ambiguous and contentious, leading 

to the criticism that it stands as little more than a covering 

concept – used when no adequate account or explanation exists 

for some unexpected phenomena. The origin of the concept has 

been attributed to George Henry Lewes, in 1875 [5]. It 

subsequently found wide adoption within the philosophy of 

science but has been advanced within four streams: philosophy, 

particularly of science and mind; systems theory, in particular 

complex systems; social science where it has largely been 

referred to under the heading of the micro-macro link and/or the 

problem of structure and agency; and more recently in 

theoretical biology, cognitive theory and robotics. Interestingly 

there has been relatively little cross influence between these 

streams.  
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The Contribution from Philosophy of 
science 

The philosophy of science and philosophy of mind stream is 

arguably the oldest – some date it back to Plato [6] but the 

debate is widely seen as having come to focus with the British 

Emergentists [7-9]. This school sought to deal with the apparent 

qualitatively distinct properties associated with different 

phenomena (physical, chemical, biological, mental) in the 

context of the debate between mechanism and vitalism. This 

stream remains focused on explaining different properties of 

classes of natural phenomena and with the relationship between 

brains and minds [See 10 for a recent summary of the positions]. 

As a consequence this has been the dominant stream within 

artificial intelligence. Peterson [6: 695] summarizes the widely 

agreed characteristics of emergent phenomena within this stream 

as follows.  Emergent entities: 

1. Are characterized by higher-order descriptions (i.e. form a 

hierarchy). 

2. Obey higher order laws. 

3. Are characterized by unpredictable novelty. 

4. Are composed of lower level entities, but lower level 

entities are insufficient to fully account for emergent 

entities (irreducibility). 

5. May be capable of top-down causation. 

6. Are characterized by multiple realization or wild 

disjunction [11] (alternative micro-states may generate the 

same macro states).  

Within this stream there is a concern with both upward and 

downward causation and it is the possibility for the later which 

attracts most argument. A key concept is  supervenience: a 

specification of the ‘loose’ determinism held to apply between 

levels such that ‘…an entity cannot change at a higher level 

without also changing at a lower level’  [12: 556]. Advocates of 

supervenience argue that properties associated by emergent 

structures exist only due to the properties of the underlying 

constituents and, in having no unique causal power other than 

those derived from those constituents, comprise only 

epiphenomena – they are not ‘real’.  This controversy persists 

within philosophical circles although it appears to derive in large 

part from an extreme form of physicalism [13].  Practicing 

physicists appear to have fewer problems with the concept than 

philosophers of mind. Physicists Clayton and Davies [10], for 

example,  specify downward causation as involving macro 

structures placing constraint on lower level processes hence 

‘Emergent entities provide the context in which local, bottom up 

causation takes place and is made possible’ [6: 697]. Davies 

[14] argues that the mechanism of downward causation can 

usefully be considered in terms of boundaries. Novelty, he 

argues, may have its origin in a system being ‘open’. He 

concludes: 

 … top-down talk refers not to vitalistic augmentation of 

known forces, but rather to the system harnessing existing 

forces for its own ends. The problem is to understand how 

this harnessing happens, not at the level of individual 

intermolecular interactions, but overall – as a coherent 

project. It appears that once a system is sufficiently 

complex, then new top down rules of causation emerge 

(Davies 2006: 48).  

For Davies then, top-down causation is associated with self-

organization and may undergo qualitative transitions with 

increasing system complexity. For Davies also it is the 

‘openness’ of some systems that ‘provides room’ for self-

organizing process to arise, but he concludes, ‘openness to the 

environment merely explains why there may be room for top-

down causation; it tells us nothing about how that causation 

works.’ The devil then, is in the detail of the mechanisms 

specific to particular processes in particular contexts and 

particular phenomenal domains. Perhaps part of the problem 

with the concept is that it has been approached at too abstract a 

level.  

The Contribution from Social Science 

The micro-macro problem – the relationship between the 

actions of individuals and resulting social structures and the 

reciprocal constraint those structures place on individual agency 

– has long standing in social science. The problem is central to 

many social theories developed throughout the 19th and 20th 

century. Examples include: Marxian dialectical materialism [15] 

built upon by, among others, Vygotsky [16] and Lyont’ev [17];  

the social constructionism of Berger and Luckmann [18]; 

Gidden’s structuration theory [19]; and the recent work of 

critical realists [20-23]. These alternative theories are frequently 

founded on differing assumptions, extending from the essentially 

objectivist/rationalist theory of Coleman [24], through the 

critical theories of Habermas and then to the radical 

constructivism of Luhmann [25, 26].  

Fuchs & Hofkirchner [27: 33] have recently suggested a four 

category schema for classifying social theory according to the 

ontological position adopted with respect to the micro-macro 

relationship. The majority of existing social theories, they argue, 

fall into one or other of the categories: individualism and 

sociologism. Neither of these ‘paradigms’ provides a theoretical 

foundation which supports exploration let alone the possibility of 

advancing understanding of the interplay between agency and 

structure. The third category, dualism, while considering both 

aspects, maintains a dichotomous stance as necessary and again 

does not advance any understanding of the interplay. Only those 

theories categorized as dialectical therefore have relevance. 

Even here, it is reasonable to conclude that little practical 

advance has been achieved, as most positions result in a 

straddling of bottom up and top-down arguments and/or suffer 

from excessively vague conceptualisation. These theories 

quickly break down again into a dichotomy the moment an 

attempt is made to make them operational.  

What has been largely agreed, despite the very different 

theoretical and often inadequate handling of this problem, is that 

structure and agency come together in activity or in body-hood – 

the specific psycho-motor state at the instant of enaction. Both 

Vygotsky and Giddens, for example, focus on action as the point 

of intersection between human agency and social structures and 

it is implicit in Bourdieu’s habitus also.  

The Contribution from Systems Theory 

Systems language was evident in the work of the early 

Emergentists and in sociology and anthropology which took 

seriously the structure/agency problem – notably that of 

Margaret Mead and Gregory Bateson. However, ‘systems’ as a 

focus of research took form with Bertalanffy’s attempt to 

establish a General Systems Theory [28, 29]. As the science of 

‘wholes’ systems theory stands in contrast to reductionisms 
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concern with parts: it was advanced as a counter to what was 

perceived as excessive reductionism dominating scientific 

discourse during much of the 20th century. 

Early (first order) cybernetic approaches modelled systems as 

‘black boxes’ effectively masking the relationship between 

micro and macro. Application of the concept to social science by 

Ernst von Glasersfeld and Heinz von Foerster [30] led to social 
(second order) cybernetics and soft systems approaches [31] 

more useful for describing the systemic behaviour of social 

systems. While the aspiration of the General Systems Movement 

to establish a general science of systems is widely regarded as 

having failed [32], systems approaches have contributed 

valuable methods for the study of the interplay between levels. 

The Systems view of emergence was founded on: 

• Holism; the whole is greater than the sum of its parts. 

• A concern with positive and negative feedback.  

• A concern with boundaries and boundary conditions – 

including as an epistemic act rather than an ontological 

fact.  

More recently the development of complex systems theory 

and its application to natural, social and cognitive phenomena 

has provided additional concepts upon which much current 

debate about emergence draws. Many of these concepts and 

methods have become  widely used within the multi-agent 

modelling community [33-36].  

In contrast to the position taken by the British Emergentists 

who argued that irreducibility was the exception [8], most real 

world systems are now argued to be non-linear [37-40] and 

hence irreducible. It is non-linearity which contributes to these 

system’s capacity for novelty and unpredictability through the  

presence of deterministic Chaos [41, 42] and/or equifinality. 

Equifinality refers to a system where a single high level property 

may be realized by more than one set of micro-states which have 

no lawful relationship between them [12, 43, 44]. As there is no 

a-priori basis by which the likely micro state can be determined, 

such systems are irreducible and unpredictable in principle.  

The Contribution of Theoretical Biology, 
Cognitive Science and Robotics 

While complexity science has drawn on a diverse range of 

research threads, one area where an interest in emergent 

phenomena has been strongly represented is in Artificial Life 

[45] (Alife). While initially involving exploration of emergence 

using very simple ‘cellular automata’, there has been increased 

interest within this community to explain the fundamental 

building blocks of life. In contrast to first generation Artificial 

Intelligence [46] this has included a commitment to a bottom up 

methodology – i.e. evolving cognitive capability rather than 

engineering it in [47]. This has led the field to a biologically 

grounded perspective of cognition and one very different from 

the symbolic representation approach adopted within first 

generation AI. From this perspective any social emergent 

structures will be constrained by the biological fundamentals of 

cognition. In other words, behavioural and linguistic domains 

will depend on and be constrained by the metabolic systems 

which give rise to them. This has bridged Alife research into 

theoretical biology, in particular, autopoietic theory [47-49] and 

hence enactive theories of cognition [50, 51].    

The enactive view of cognition was first proposed by the 

theoretical biologists Humberto Maturana and Francisco Varela 

[52, 53]. While these authors primary contribution has been 

towards understanding the self-organising metabolic 

mechanisms of life, the resulting theory of autopoietic systems 

provided a foundation for a general theory of cognition [54-56].  

This embodied/enactive view stands in stark contrast to the 

symbolic representation [57], rational actor and game theoretical 

approaches which have most commonly informed social 

simulation. It has however recently seen considerable application 

in robotics [66-69], where it is argued to be fundamental to 

understanding how robots can become genuinely autonomous – 

i.e. capable of learning about their environment without the need 

for detailed information being provided by a designer. Within 

social theory some consideration has been given to the 

implications of enaction for understanding and theorising social 

behaviour [26, 58-60] although not without some controversy 

[61-63] and we have argued elsewhere that many of these 

extensions are incompatible with the original concept [64, 65]. 

None of this has yet found extension into social simulation. 

Attempts to understand and specify mechanisms of social 

emergence have generally built upon the philosophical and 

systems theoretical literatures. There has been little 

accommodation of the wider debate about agency and structure 

particularly that associated with dialectical social theory. The 

micro level assumptions have been largely restricted to those 

associated with the rational actor and game theory and first 

generation AI. Very little work has been done to incorporate the 

perspective offered by recent developments in artificial life, 

robotics and theoretical biology. It is however this detailed work 

on the relationship between cognitive capability and associated 

emergent behaviour that arguably provides the most valuable 

contribution to our understanding of social emergence. This is in 

part due to it being grounded in the study of real biological 

entities and/or the practical challenges of building viable robots.  

3 ORDERS OF EMERGENCE 

A number of authors have identified what they refer to as 

orders of emergence. Gilbert, for example distinguishes between 

a first and second order. First order emergence includes macro 

structures which arise from local interactions between agents of 

limited cognitive range (particles, fluids, reflex action). By 

contrast, second order emergence is argued to arise ‘where 

agents recognise emergent phenomena, such as societies, clubs, 

formal organizations, institutions, localities and so on where the 

fact that you are a member or a non-member, changes the rules 

of interaction between you and other agents.’ [70]. This reflects 

high order cognition – in particular a capacity to distinguish 

class characteristics, assess ‘self’ for conformity and to change 

behaviour accordingly. First and second order emergence then 

each imply qualitatively distinct cognitive mechanisms and 

suggest a continuum of orders of emergence linked to cognitive 

capability.  

In a similar vein, Castelfranchi [2: 27] has distinguished 

‘cognitive emergence’ which: ‘… occurs where agents become 

aware, through a given ‘conceptualization’ of a certain 

‘objective’ pre-cognitive (unknown and non deliberated) 

phenomenon that is influencing their results and outcomes, and 

then, indirectly, their actions.’ This approach is based on a first 

generation AI [46] approach to conceptualizing agents – agent 
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cognition is assumed to involve acting on beliefs desires and 

intentions (BDI). Thus Castelfranchi conceives of a feedback 

path from macro pattern to micro behaviour in much the same 

way as Gilbert, except that here a cognitive mechanism is 

specified. Castelfranchi argues that this mechanism 

‘characterises the theory of social dynamics’ and gives rise to a 

distinct class of emergent phenomena. In this account, the 

representations agents have about the beliefs, desires and 

intentions of other agents plays a causal role in their subsequent 

behaviour and therefore shapes the structures they participate in 

generating. Castelfranchi argues that understanding this process 

is fundamental to social simulation: it is where social simulation 

can make its greatest contribution.  

These ideas are more comprehensively reflected in the five 

orders of emergence suggested by Ellis  [71:99-101].  

 
Order Ellis’ Description of Properties Characteristic 

Organization3 

1 Bottom up leading to higher level 

generic properties (examples include 
the properties of gases, liquids and 

solids) 

Property emergence 

2 Bottom up action plus boundary 

conditions lead to higher level 
structures (e.g. convection cells, sand 

piles, cellular automata)  

Self-organization 

Far-from- 
Equilibrium (weak- 

autonomy) 

Self-production 
(autopoiesis) of 

metabolism (strong 

autonomy) 

3 Bottom up action leading to feedback 
and control at various levels leading to 

meaningful top down action - 

teleonomy (e.g. living cells, multi-
cellular organisms with ‘instinctive’ – 

phylogenetically determined reactive 

capability) 

4 as per 3 but with the addition of 

explicit goals related to memory 

influence by specific events in the 
individual history (i.e. capable of 

learning) 

 
 

Autonomous 

sensori-motor loops 
(strong autonomy) 

 

5 In addition to 4 some goals are 

explicitly expressed in language 
(humans). 

Semiotic autonomy 

(strong autonomy) 

Table one: Adapted from Ellis.  

In table one we set out Ellis’ order number in column one and 

his description of the associated characteristics in column two. In 

column three we suggest an alternative classification which 

draws on the distinctions suggested by Rocha.  

As with the approach of Gilbert and Castelfranchi, Ellis’s 

framework also suggests that the range and type of emergence 

possible depends fundamentally on the range and class of 

behaviour agents are able to generate. 

Considering category one emergence: particles have fixed 

properties and are able to enter into a limited range of 

interactions with others based on those properties. Swarms of 

particles can nevertheless demonstrate some rudimentary self-

organisation and hence emergence [45]. Physics has furnished 

good accounts of many specific examples [73] but they have 

limited implication for our understanding of social behaviour.  

Category two has also been well explored – it is the focus of a 

great deal of the work undertaken on complex, far from 

equilibrium systems [74, 75]. Examples include the work of Per 

                                                                 
3 Classification according to the work of  [72. Rocha, L.M., Language 

Theory: Consensual Selection of Dynamics. Cybernetics and Systems, 
1996. 27(6): p. 541-553.] 

Bak [76] on sand piles and earthquakes and Lorenz [42] on 

weather systems. Many so called social simulations which 

incorporate agents which have fixed behaviours and no capacity 

for learning also arguably belong here. These include classic 

simulations such as Schellings segregation model, the 

cooperation models of Axelrod [77] or the Sugarscape models of 

Epstein and Axtell [78]. Some may argue that these models 

involve agents with goals and therefore represent examples of 

fourth order emergence. The transition between third order and 

fourth, as will be argued below, involves a move to agent 

autonomy that is missing in these models – their goals are 

designed in and not a result of their own operation – it is for this 

reason that we argue they belong to order two although some 

may argue they represent reasonable analogues of the type of 

behaviour that might be generated by agents with higher order 

capability.  

It is significant that Ellis’ provides primarily biological 

examples for his category three order of emergence. The 

paradigmatic biological entity which illustrates the processes of 

reciprocal micro-macro causality pointed to by Ellis and for 

which we have an excellent description which has been made 

operational in vitro and in silico [see for example 79, 80] is the 

cell. While the mechanisms of autocatalysis and the metabolic 

pathways of cell self-production are well documented and 

closely studied, the most concise articulation of the fundamental 

self-producing processes involved comes in the theory of 

autopoiesis already mentioned [52, 53, 80, 81]. Varela [82: 78] 

states: Autopoiesis is a prime example of a …dialectics between 

the local component levels and the global whole, linked together 

in reciprocal relation through the requirement of constitution of 

an entity that self-separates from its background. In other words 

the distinguishing characteristic in this order is that the micro-

macro interplay leads to an autonomous structure which acts so 

as to maintain its viability as an entity. This is not the case for 

many far from equilibrium systems such as weather systems. 

The maintenance of viability is a clear threshold and one we 

appear far from being able to simulate using existing methods.  

In his third order category Ellis includes a range of capabilities 

of biological entities up to and including ‘instinctive’ action. 

These suggest that single and multi-cellular organisms including 

those with a central nervous system would all be included. It 

may be that this order is too broadly cast. Ellis has grouped 

entities such as cells which rely exclusively on metabolic self-

regulation with entities which also have a capacity to self-

regulate using sensorimotor mechanisms. Differentiated 

aggregates of cells display greater capacity to respond to their 

environment, even where they do not possess a central nervous 

system, than do individual cells (e.g. by development of an 

immune response). A central nervous system provides the entity 

with even greater behavioural plasticity [52] and hence a 

capacity to maintain its viability in a wider range of 

environments. As a consequence each threshold probably 

originates a distinct macro phenomenology different from that of 

the cells that constitute them [53].  

The primary point of distinction between order three and order 

four would appear to be between (phylogenetically) fixed 

individual characteristics and a capacity for an individual agent 

to learn. This category covers animals up to human but this again 

is a big span covering a number of cognitive and developmental 

thresholds, including the emergence of pre-linguistic theory of 

mind, and self-awareness [83] which might be expected to have 

24



 

a significant effect on social emergence. It is also not clear what 

is meant by learning.  Learning can span a wide range of 

capabilities from simple operant conditioning to advanced 

reasoning. 

The final transition between order four and five demarcates 

the line between non-human animals and humans. The advent of 

language gives rise to a distinct phenomenal domain with 

significant implications for social emergence. This is not least 

due to the association language has in humans with other 

cognitive capabilities such as theory of mind, narrative ability 

and reflexivity. 

Examining the characteristic organization implied in Ellis’ 

orders of emergence shows that the transition points are strongly 

linked to processes of self-organisation and autonomous closure. 

Furthermore this autonomous closure occurs recursively: closure 

at one level makes possible closure at a higher level and so on. 

What we are essentially attempting to do in social simulation at 

present is to shortcut this process: to achieve reasonable 

analogues of behaviour at various levels without also modelling 

the processes upon which it depends. This appears reasonable – 

we do not need to model sub-atomic processes in order to work 

with models of molecules and understand the reaction chains 

they can participate in, so why would we need to model 

metabolic or sensorimotor systems in order to understand social 

interactions?  How then do we advance our understanding of the 

effect of different cognitive capability on orders of emergence 

and if and when they matter?  

4 AGENT AUTONOMY 

Robots are generally intended to be able to perform useful 

functions in real and complex environments. To do so they need 

to have a level of autonomy: a capacity to map their worlds and 

to decide what is important and change their behaviour 

accordingly. This proved computationally difficult (if not 

impossible) to achieve using conventional AI approaches. A 

breakthrough was achieved with Brooks demonstration of the 

power of situated cognition [84]. It is therefore no surprise that 

our understanding of the implications and opportunities 

presented by understanding cognitive autonomy has been led by 

the field of robotics. What then is the state of the art and what 

implications may it have for understanding and simulating social 

emergence? 

In her introductory paper for the Modelling Autonomy 

Workshop held in San Sebastián in March 2007 

(http://www.ehu.es/ias-research/autonomy/), Margaret Boden 

stated that ‘very broadly speaking, autonomy is self-

determination: the ability to do what one does independently, 

without being forced so to do by some outside power.’ She notes 

that the concept is problematic as there are various types and 

degrees of independence. This has already been illustrated above 

when examining Ellis’ orders of cognition. In social simulation 

we have achieved limited independence in the form of self-

organization. For Barandiaran & Moreno [85: 179], ‘The main 

difference between self-organization and autonomy is that while 

self-organization appears when the (microscopic) activity of a 

system generates at least a single (macroscopic) constraint, 

autonomy implies an open process of self-determination where 

an increasing number of constraints are self-generated.’ This 

reemphasises that autonomy involves recursion: cyclic 

generation proceeding from simple self-organisation to closure 

in a succession of phenomenal domains culminating in closure at 

the semiotic level.  

Within Alife and robotics, it has been increasingly argued that 

while autopoiesis specifies the metabolic closure and self-

production characteristic of living entities, cognition implies 

more than this. A cognitive agent has a primary autonomous 

metabolic loop which serves to maintain its biological viability 

and (at least) one other loop which links sensory surfaces with 

motor surfaces [see also 49]. This second loop affords the agent 

significant additional plasticity. This plasticity is realised within 

a behavioural rather than a metabolic phenomenal domain [86: 

168]. The two are interdependent in that the range of behaviour 

the agent can generate is dependent on its biology, while its 

biological viability can depend on the behaviour: the recognition 

and escape from threat or the location of food for example. 

While Duijn et al argue that this sensorimotor loop is already 

present in the two component signal transduction system (TCST) 

system found in bacteria, Moreno et al [47] argue that it is the 

central nervous system which fundamentally distinguishes 

biological/metabolic processes from cognitive processes.  

Irrespective of where this line is drawn, both are consistent in 

the view that ‘…cognition is not so much a centralized property 

of the biological hardware of an organism, or a set of internally 

computed algorithms, but instead denotes an abstraction of 

organism environment reciprocity’.[87].  This is consistent with 

the position taken by Varela [50, 82, 88], that autonomous agents 

‘bring forth a world’ as a result of their operational closure. In 

other words, what an agent can perceive and cognize is 

determined by its own operation, not the environment. Again 

from Barandiaran, under conditions of autonomy: ‘It is not the 

organism that matches the environment in a given specified way. 

On the contrary it is through the particular way in which the 

agent satisfies the homeostatic maintenance of essential 

variables that an adaptive environment (a world) is specified - 

cut out from a background of unspecific physical surroundings.’ 

[49] 

What this means is that the environment is a source of 

perturbations which act only as triggers for change. It is the 

nervous system’s structure that dictates which perturbations can 

be a trigger [57, 89].  Consequently changes to the structure of 

one agent’s nervous system, and consequently its behaviour, will 

be unique to that agent.  The environmental perturbations that act 

as a change trigger in one agent will not necessarily trigger a 

change in another, or if they do, the change that is triggered may 

take a different form and/or have different implications for the 

viability of that agent in its environment, given its history of 

interactions.  

The consequence of this recursive construction of increasing 

order of autonomy for the agent is enhanced viability in a wider 

range of environments. This is apparent if we consider the effect 

of the transition from metabolic autonomy (autopoiesis) to 

sensorimotor autonomy supported by a central nervous system. 

The coexistence of these two interdependent levels of 

autonomous functioning allows the organism to exploit the rapid 

response times of the neural system and this makes possible a 

significantly increased set of possible responses to 

environmental perturbations [49]. An organism that relies less on 

the slow diffusion reactions associated with metabolism, and 

which can draw on the rapid response of the chemical/electrical 

nervous system is better able to survive in less stable 
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environments. In systems terms, it has greater requisite variety 

[90].  

It is this asymmetry between the state space of possible 

configurations made possible by an advanced nervous system 

and the range of response needed to maintain immediate 

regulation that gives rise to what we call ‘agency’. Agency is a 

consequence of autonomy. Agency makes possible what we 

typically regard as distinguishing features of social systems: 

endogenous goal making and seeking behaviour. Agency also 

supports ‘free-will’, the opportunity for agents to behave in ways 

which are non-deterministic: to generate new bottom up 

solutions to situations they encounter. From this perspective then 

autonomy is fundamental to agency and hence to a capacity to 

engage in activity which can genuinely be called social. We 

conclude therefore that to be able to simulate an agent which is 

deserving of the title of being a social agent, it would need to 

exhibit some level of ‘strong autonomy’ and hence agency. But 

we are a long way from achieving it.  

Why is this necessary and what does it reveal about the 

fundamental mechanisms at work in social systems? Also, at this 

stage we have considered only agents in isolation. What happens 

when we bring multiple autonomous agents together such that 

they can interact?  

5 MECHANISMS OF SOCIALITY 

Following the line of argument developed above, when 

brought together each agent treats each other agent as a part of 

its environment.  

As agents interact each undergoes a set of internal structural 

accommodations which allow it to persist in its relationship with 

the others. This results in a ‘structural drift’, or a gradual change 

to the state of each agents nervous system [52, 53]. Over time it 

traces a unique history − Maturana refers to this as the agent’s 

ontogeny. When interactions become ‘recurrent’ – that is 

repetitive and ongoing – agents can become ‘structurally 

coupled’.  Here we have the most basic element of sociality and 

one that can be applied to all organisms with nervous systems, 

even very elementary ones.  

Importantly, a history of recurrent interactions leads to a 

structural congruence or commonality of experience between 

two or more agents: their behaviours become tuned to one 

another in a reciprocal ‘dance’ maintained in and through their 

relating.  The degree of structural coupling that arises when two 

or more agents interact is a fundamental factor in determining 

the dynamics and emergent behaviour of the resulting 

structurally coupled system. Agents give rise to a behavioural 

phenomenal domain in which a range of attractors may form. 

These attractors are what we would typically call macro-social 

structures. What then of the advent of language?  

Language is associated with higher order cognition. It will 

support a behavioural domain which is more inherently plastic 

than one coordinated only through bodily interaction. Otherwise, 

as a mechanism, it is an extension of what has already been 

discussed. It is however a non trivial extension as the state space 

of points of interaction becomes very much larger where the 

variables (utterances) are recursive as they are in language as a) 

agents make linguistic distinctions on linguistic distinctions b) 

new linguistic constructs are under control of the system they 

also serve to regulate.  

Structural coupling within a linguistic domain will be apparent 

from the convergence of the individual linguistic utterances to 

form a shared lexicon and grammar. The driving force behind 

this convergence is the one fixed internal goal the agents have: 

that of maintaining their viability. If they are biological agents 

this will involve the preservation of their autopoiesis – i.e. 

remaining alive. At base level this involves meeting the 

requirements of the metabolic level of operation. They will need 

to eat, stay warm, avoid predators and find partners. The 

metabolic or biological necessarily interacts with the behavioural 

and the linguistic domains: the domains are co-dependent. 

The agents will innovate in their behaviour in order to satisfy 

their minimal requirements. Some of the behaviours they adopt 

will, however, be due to a need to accommodate the behaviours 

of other agents. A set of attractors should therefore emerge 

which represent sets of states which ‘satisfice’ social constraints 

as well as fundamental biological constraints. To an observer4 

some of these states may appear as goal based (food seeking) 

while others may be seen to be primarily to do with mutual 

accommodation (norms). The attractors may be reflected in 

macro structuration (division of labour, identity groups) and may 

assemble into yet higher order patterns (organizations, 

institutions). The engine of this process of social emergence is 

structural coupling and the dimensions of possible coupling and 

the scope of behaviours which may be involved in establishing 

and maintaining coupling is dependent on the biology and 

cognitive plasticity of the agent.  

We are currently able to simulate behaviours up to order three. 

Moving beyond this raises some interesting questions. Among 

these are: are the cognitive capabilities clearly associated with 

social behaviour necessarily tied to metabolic autonomy? To 

what degree do these capabilities manifest the way they do due 

to the specific organic mechanisms associated with life? Is it 

possible to simulate behavioural autonomy and linguistic 

systems which are operationally closed on other than an organic 

substrate? If so what are the essential low level characteristics 

which are essential to supporting them?  In short: is it possible to 

model these types of processes in-silico?  

6 CONCLUSION AND FUTURE DIRECTIONS 

There is a range of ways of thinking about the relationship 

between micro and macro level phenomena. There have been 

centuries of debate about the relative merit of reductionist, 

vitalist and holistic perspectives for understanding how higher 

order structures emerge from lower. Despite ongoing scepticism 

in some philosophical quarters, we have advanced our 

understanding of the mechanisms involved to a very significant 

degree over the past 30 years. Emergent structures are 

increasingly understood to be a product of non-linear 

interactions associated with complex systems of agents. We can 

however, go further than this. One of the insights being 

                                                                 
4
 The changing role of the observer in distinguishing different 

categories of emergence is a significant issue which has not been taken 
up here. Arguably observer based distinctions play no role in the 

property emergence associated with Ellis’ category one, whilst they are 

intrinsic to the social emergence associated with category five. The role 
in the intermediate categories is less clear. We have set out some early 
thinking about the critical role this plays in 91. Goldspink, C. and R. 

Kay. Social Emergence: Distinguishing Reflexive and Non-reflexive 
Modes in AAAI Fall Symposium 2007. Washington. 
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developed is that the range and type of emergent structure 

depends on the specific mechanisms involved and on the 

properties of the micro agents.  

This paper has concentrated on how alternative micro-

capabilities support qualitatively distinct forms of social 

emergence. What has been argued is that social emergence 

implies not a single transition from micro to macro but is built 

upon, and is an example of recursive self-organization within a 

biological domain. The recursive levels in living systems span 

metabolic, neurological, social-behavioural and social-semiotic 

levels.   

Social emergence involves a level of self-reference and self 

generation which is not apparent in non-organic forms of far 

from equilibrium behaviour. Social emergence builds on 

biological emergence. This is to say that the phenomenal 

domains associated with social systems, particularly those 

involving humans, are constrained by the biological processes 

which make them possible. The ongoing debate about emergence 

as a concept demonstrates that understanding the relationship 

between micro and macro phenomena is theoretically as well as 

practically challenging. To date it has proven difficult to build 

models which provide reasonable analogues of this process. 

What has been achieved has been achieved largely in robotics, 

and Artificial Life. So far, social simulation has played a minor 

role. Nevertheless the science of these processes is important to 

social simulation. It has proven possible to model some social 

behaviour to good effect without agents with these capabilities. 

It can also be argued that in highly complex (chaotic or random) 

environments higher order cognition is of little value justifying a 

parsimonious substitution of particle-like agents. However, it is 

reasonable to expect that we will not be able to effectively model 

some forms of social behaviour without having come to terms 

with and found ways to simulate behaviour which is possible due 

to autonomous closure. Equally social simulation could play an 

important role in helping us to understand the implications of 

autonomous closure and for advancing our ability to theorise 

about it.   
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Formalizing Epistemological Constituents of Emergence 
Raif Serkan Albayrak1 and Ahmet Süerdem2 

12Abstract. Social action depends on the knowledge about all 
levels of emergent structure and this knowledge is not limited to 
but produced by the local binary interactions, thus requiring 
reflexivity and intentionality. This knowledge resides in the 
impersonal area of symbol systems and is produced by a meta-
language which carries the knowledge of emergent structure 
beyond local networks to the topological knowledge of the 
macro phenomena. Individual agents use symbol systems as 
tool-kits to encode their intents, and use their world-views to 
ground the symbols and ethos to challenge meaning-symbol 
correspondences through their everyday practices. Symbolic 
interaction is not only the symbolic affirmation of shared social 
classifications and normative protocols that regulate interactions 
but is also making sense of expressive, symbolic behaviour and 
decoding the intent of the counterparts from these symbols. 
Meta-language is the key concept to understand how this 
knowledge is generated through semiotic relations. This paper 
develops the formal infrastructure of such a model and 
elaborates various mechanisms that can be implemented within a 
social simulation model. 

1 INTRODUCTION 
The controversy between emergence of distinct social 
phenomena through interactions of individual agents and social 
causation by macrostructures has been a major issue in social 
sciences.  This debate about the effects of agency and structure 
on human cognitive abilities and behaviours has recently been 
carried to social simulation community and challenged its 
basically agent based character.  The debate up to now stayed at 
the ontological level. Discussions are carried on around the 
nature and origins of social phenomena (reductionism-holism); 
the operation of mechanisms of emergence (bottom-up-top-
town); and the properties of the cognitive abilities of the agents 
(reactive-deliberative).  

However, not much has been said about the epistemological 
constituents of emergence. How individual agents come to know 
the mechanisms of emergence is a relatively less referred topic.  
In this vein, this paper aims to contribute to the debate by 
formalizing a meta-language approach which explains the 
mechanisms of how individual agents can decode and feed-back 
accumulated knowledge about the emerging macrostructure.   

In ABSS models developed so far, social agents have 
knowledge about the cognitive capabilities and properties of 
specific other agents although they are not given the possibility 
to reach knowledge about emergent macro phenomena.  These 
models follow a reductionist approach: they start by modelling 
built-in cognitive devices to individual agents; determine the 
rules of interaction among them; and hence try to observe 
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emergent macro patterns that influence their behaviour and 
interactions [9]. However, within this framework, emergence is 
only possible if the interconnection between the agents is 
functionally determined. Agents need predefined codes to make 
their and their counterparts’ actions predictable and hence to 
feedback to the emergent phenomena. 

This approach becomes problematic when the functionality of 
the interconnections assumption is violated. In case of 
complexity, where the relations between the components are 
from one to many and non-linear, mechanisms of system cannot 
be reduced to the properties of its parts. Information from 
emerging macro structure becomes an independent variable itself 
[31]. Hence, interconnections between components become 
fuzzily reciprocal and this makes it difficult to determine any 
reducible functional rule.  

However, real world is complex and emergence is a real life 
phenomena. Within these premises, we either have to give up 
complexity for the sake of modelling or give up emergence for 
the sake of irreducibility when we are into explaining the 
relation between many levels of society. We believe that recent 
debates within the agent community present a sound platform to 
solve this critical issue [30,31,16,7,9,19]. Furthermore these 
efforts to bridge the micro-macro divide within the agent 
community have promising counterparts in the AI (Artificial 
Intelligence) community who redefine cognition as an embedded 
and embodied activity emerging from the dynamic interaction 
between brain, body, and environment [1,4,14]. In our view, 
theory of embodied cognition (EC) and a theory of sociality 
founded on a synthesis of autopoietic and complexity theories 
appears to be a strong candidate for solving this paradox [19].  

Autopoietic theory determines the rules supporting the 
maintenance of self-production of organisms as operationally 
closed systems where the brain is not the coordinator but a part 
of the nervous system [19,20,2]. Organism’s behaviour is more 
than a response to stimuli, it is a function of past modifications 
to the nervous system and thus unique to every individual. 
Goldspink and Kay [19; p. 603] name the unique history defined 
by each individual’s history of interactions with the environment 
as ontogeny.  This concept is strikingly parallel to “the lived 
experience” (le vecu) concept in phenomenology, and gives us 
the opportunity to introduce EC to autopoietic and complexity 
theories. According to phenomenologist, the phenomenal is not 
an object out there but is constructed through our bodily and 
sensory functions. One of the prominent figures in 
phenomenology, Merleau-Ponty, stated that intentional objects 
of thought (noumenal) cannot be separated from the perceived 
objects by thought (phenomenal). Cognition is embodied and 
this embodiment resides in the unique history or “the lived” (le 
vecu), experiences of the body. [29]  

People do not live in a social vacuum and positioning within 
the social space is the essential lived experience for the human 
body. When two or more people interact, their lived experiences 
will mutually modify each other and their system will embody 
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the perturbations created by the emerging interactions. Ontogeny 
emerges within a consensual domain between the individuals 
who have lived similar experiences. When these interactions 
start to constitute repetitive patterns, individuals become 
“structurally coupled” thus are embedded within the emerging 
structure [19]. Once structurally coupled, common experiences 
start to become the common “reality” or “life world” [29] of the 
interacting individuals. Emergent life-world constitutes a base 
for social coordination and emotional and cognitive patterns 
generated by the common experiences orient individuals to 
construct identities, coordinate action, and create cooperation 
[33]. Life-world is the common leitmotiv underlying capabilities, 
practices and behaviours residing cognitive repertoire of the 
individuals that form a community [21]. 

Although marrying autopoiesis and EC provides us with a 
useful tool to understand the interrelation between cognition and 
emergent social phenomena, it still lacks explanatory power to 
understand how phenomena at distinct levels of the system are 
connected to each other. Especially, when structurally coupled 
life-worlds are self-referential and operate strictly according to 
their very own codes and have no knowledge of how the others 
decode their environment, we can hardly understand how social 
order is maintained at the macro-level.  

The key element to solve this problem is a theory of 
communication since social systems are systems of 
communication [28]. An autopoietic system has well defined 
boundaries between itself and an infinitely complex 
environment. Communication within itself operates according to 
selection of only a limited amount of all information available 
outside. This helps the system to reduce complexity.  The 
criterion according to which information is selected and 
processed depends on meaning production: complexity reduction 
is generating patterns that can recognize the environment and 
couple with the phenomena in a coherent way.  

According Goldspink and Kay [19] human capacity for 
language is the key to model fuzzy and non-functional relations 
between autopoietic agents. Contrary to natural systems where 
the behaviour of the individuals are activated by local influences 
only, social systems can handle the problem of complexity 
through a feedback mechanism which allows changes induced in 
the macrostructures to be felt locally. This feedback mechanism 
occurs by means of linguistic activities that provide agents with 
reflexive capacities. Such capacities endow agents to decode 
macro-patterns and encode their local behaviour accordingly. 
Language provides them with a foundation for a flexible and 
instant feedback about the macro-structure.  

Yet, communicative practices should not be reduced to a 
grammar of coded equivalences as posited by the linguistic 
semiotics. Such a coding system will not be suitable for 
modelling complex dynamics.  Autopoietic, complexity and EC 
theories link the biology of cognition to the nature of the human 
linguistic capacity as rooted in the dynamics of reciprocal 
causality between an organism and the environment. 
Accordingly,   a dynamic model of language cannot be 
denotational but needs to be constructed on connotational 
principles [26,27]. Such a model of meaning construction 
requires an active, generative process driven by one-to-many 
symbol oppositions rather than a passive mapping of mental 
representations. Meta-language is the key concept to understand 
how meaning is generated through opposition between symbols 

and in the rest of the paper we will present its mathematical 
formalization.  

2 META-LANGUAGE 
The basic element of meta-language is symbols and we assume 
that they exist and they are everywhere. However in order to 
realize their existence they must be distinguishable. We argue 
that every symbol reveals its identity from its distinctions to 
other elements in the same system. In a roughly Derridean way 
[35], we will name such distinctions as oppositions. In order to 
refine our stand from the controversy on the constituents of an 
opposition [36] we note that our treatment of an opposition 
stands for a distinguishing character in terms of connotations. 
Derridean deconstruction assumes a connotative linguistics 
which treats generation of meanings within a conceptualization 
not only as an extensional set of representative symbols but also 
as an intentional one-to-many relations to absent oppositions. 
That is, if an agent can identify a symbol then it is 
distinguishable, but the inverse is not necessarily true. 
Furthermore we do not presuppose a particular structure for 
semiotic relations. Maybe there is an evident hierarchy among 
symbols in terms lattices or layers but we claim that such 
hierarchies, if they exist, emerge as a consequence of the 
allocation of symbols within the structure of symbolic space that 
we formalize in this section. We elaborate the relationship 
between a negation of a symbol and its oppositions in Section 5. 
Until then we assume that negations do not belong to the set of 
symbols. 

Formally, we assume that there is a symbol set 

1: { ,..., }pS s s= that consists of a finite number of symbols. An 

opposition, O , is a binary relation defined over S S× and 
satisfies, 
1. For all ms S∈ , ( ),m ms s O∉ . That is the relation is 

irreflexive. 
2. For any ,m ns s S∈ , if ( ),m ns s O∈ then ( ),n ms s O∈ . That 

is the relation is symmetric. 
First condition states that a symbol can not oppose itself since 

opposition relation is merely instrumental to guarantee the 
existence of that symbol among the others. Therefore the relation 
must be irreflexive. Second, we argue that if one can distinguish 
a symbol in the existence of the other, then the latter must be 
distinguishable in the existence of the former. This is a 
consistency principle which assumes the existence of cognitive 
abilities that goes beyond simple book-keeping of one way 
opposition relationships. Whenever a symbol enters the system, 
opposing to some particular symbols, system responds this 
perturbation as a whole and locates the incoming symbol to a 
corresponding setting. This reflex requires symmetricity. It also 
explains how the system handles granularity. That is, if a symbol 
is distinguishable within the existence of a set of symbols but 
within no proper subset of it, due to symmetricity, this set of 
symbols enters the system as a symbol of its own (neither gin 
nor tonic, a gin-tonic) and does not necessarily preserve the 
oppositions of its constituents.  

These two properties delineate the structure of the symbol 
space in our model. Symmetricity condition allows us to 
represent the binary opposition relations as bi-directional 
networks while irreflexivity makes sure that there are no self 
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loops. Figure 1 illustrates an example of a network of 
oppositions for six symbols.  

 
Figure 1. Example of a network of oppositions. 

Apart from their existence we do not specify any valuation 
that infers an ordering relation over the oppositions. We claim 
that symbols are connected to some other symbols in such a way 
that their existence and identities – unified under the term 
“meanings” are revealed through this particular structure. 
Therefore meanings of a symbol comes from the oppositions of 
the symbol to other symbols in the same system. The most basic 
two premises of this statement is first, a meaning is merely a set 
of symbols and second, there are no opposing symbols in that 
meaning set. 

In order to formalize, we first define opposition class of a 
symbol, ns  as the set ( ){ }: | ,n m m ns s s s O= ∈ . Thus a meaning, 

m , is a subset of S such that if ns m∈ , then ns m∩ = ∅ . 
In the example illustrated in Figure 1, the set {2,4,5} 

constitute a meaning since it contains no binary opposing 
symbols. Similarly, sets {2,6}, {2,4,6} and {4,5,6} are all 
meaning sets among many others that can be revealed from the 
network of oppositions in Figure 1. However the formal 
definition of a meaning does not specify the symbol it explains 
because it is purely symmetric in terms of its constituents. In this 
regard we assume that individuals can generate meanings and 
that whenever a meaning is generated it is actually assigned to 
all constituting symbols.  

Next we demonstrate the consequences of this assumption 
with an example. In this example we assume two primitive 
humans, a man and a woman living in the same tribe and 
interacting with nature. They share the same network of 
oppositions but they have generated different meanings as 
displayed in Figure 2. When these agents observe rain (Symbol 
2) they interpret it according to their corresponding meanings. 
For instance man uses a single meaning, {2,3,4} and makes 
sense of the rain within the context defined by dark and cold 
(Symbols 3 and 4). As long as nature prove otherwise agent uses 
this meaning as a personal theory to understand or to make sense 
of rain. On the other hand, for the woman the situation is 
different because she has two meanings to interpret rain: rain 
means cold and moon (maybe sun behind the clouds looked like 
moon), on the other hand, to her rain also means dark ({2,4,6} 
and {2,3} respectively). This accounts for intentionality that we 
have discussed previously. She needs to interpret the observed 
symbol therefore she must get rid of or at least decrease the 
complexity by devising an ordering mechanism for the 
corresponding meanings. This ordering is contingent to her 
practices with the nature. In other words as the agent makes 
sense of the situations of observing rain repetitively, depending 
on the rewards she receives, a relative ordering over meanings is 
constructed and complexity is gradually reduced. However, 
inverse scenario is equally probable. If the collection of 

meanings for rain is incapable of making sense then the agent 
infers new meanings from her network of oppositions hence 
increases complexity. The dialectics between the urge to make 
sense of situations and the urge to reduce uncertainty shapes and 
reshapes meanings assigned to symbols. Yet we argue that the 
network of oppositions for an agent perturb only rarely [37]. But 
the system is almost always rich enough to generate new 
theories, new meanings to make sense of nature. In this example 
all symbols are observables, but in our formalization anything 
that can be perceived or conceived is a symbol, such as feeling 
of danger, love or pain and even abstract concepts such as 
infinity or truth. 

 
Figure 2. Two individuals sharing the same opposition 
networks. 

Since a meaning can be conceived as a list of symbols to 
which it is associated, the collection of all meanings that an 
agents reveals from his/her network of oppositions efficiently 
describes all symbol-meaning correspondences. Furthermore if 
this collection covers the symbol space completely then it is the 
personal theories of an agent about everything, her world view. 
We label this collection as a meta-language and formalize it.  

We start by the usual definition of a cover of a set. A 
collection of sets { }1,..., gX x x= ,where each ix S⊆ is said to 

be a cover of S , if for all elements s S∈ , there exist at least 
one ix X∈ such that is x∈ . A meta-language 

1{ ,... }kM m m= is a set of meanings for the network of 

oppositions ( , )S O that covers S .  
Meaning generation is an irreducible operation since it is 

crucial to conform to the network of oppositions as a whole. As 
the number of symbols get large it becomes harder to check for 
the consistency argument that no opposing symbols belongs to 
the set. On the other hand since complexity is not related with 
the cardinality of meaning sets but their many to one 
assignments to a symbol, large meaning sets comes into 
existence as immediate consequences of the dialectics between 
sense making and complexity reduction with the trade off of 
increased difficulty in construction of the meaning set. The 
situation gets worse for the generation of a meta-language that 
consists of many such meanings. We now state and prove a 
theorem that explains how minimal amount of cognitive capacity 
would be enough to generate a meta-language in a huge 
symbolic space such as the social space. The principle idea is 
developing base sets by which all meta-languages can be 
constructed, more or less in the same manner one can construct 
any vector in a vector space by using unit vectors. The base sets 

{1,6} 
{2,3,4} 
{5,6}

{1} 
{2,4,6} 
{3,4} 
{2,3} 
{5} 

 Sun:1 

 Rain:2 

 Cold:4 

Dark: 3

 Snow:5

 Moon:6

 1 

 2 

 4

 3

 5  6
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used to construct meta-languages is called meta-language 
generating set. 

Given an opposition relation O , over a set of symbols S , a 
meta-language generating set, { }1 2, ,...,= km m mM  consists of 

subsets S⊆im  such that for any meta-language M  of ( ),S O , 

and for any im M∈ , there exist at least one ∈m M  such that 

im ⊆ m  and for any p q≠ , pm  is not a proper subset of qm .  

Like all meta-languages the elements of meta-language 
generating set M  are sets of symbols. Also if M  is an arbitrary 
meta-language and for any im M∈ , im  cannot contain any 

∈im M . The following theorem not only guarantees the 
existence of a meta-language generating set for any symbol set 
and binary opposition relation pair but also proves that this set is 
unique.  
Theorem : Any opposition relation O  over a set of symbols S  
defines a unique meta-language generating set M . 
Proof: Proof constructs set M  and shows that it is unique. Let 
O  define the complement of the binary opposition relation O , 

{ }( , ) | ( , )i j i jO s s s s O= ∉ . Let Gbe the undirected graph 

representation of O . 
Proof continues in graph theory framework. Construct M  

such that ∈m M  if and only if m defines a set of nodes that 
forms a clique in G . A clique C  is a subgraph such that each 
node is connected to every other node and the set is maximal 
with respect to this property. Clearly, there may be more than 
one clique within a graph.  

Thus each element of M  contains cliques as sets of nodes. 
Since the set of cliques of a graph is unique and is a cover, M  is 
unique and is a cover of S . From the construction of G , M is a 
meta-language. 

It only remains to show that if M  is any meta - language of 
( ),S O , and im M∈  then im ⊆ m  for some ∈m M . In other 

words any meta-language contains sets that are subsets of some 
elements ofM . Since there can be no opposing pairs within im , 

it follows that a non-opposing graph representation of im  is a 

complete sub-graph of G . If im  is not contained properly in 

another complete sub-graph then im  is a clique so, im ∈M . On 

the other hand if im  is not a clique then it must be contained in 

some clique ∈m M such that im ⊆ m . This completes the 
proof. On the computability side, Bron and Kerbosh [3] 
developed an efficient algorithm to extract cliques of a graph and 
the issue is still live in computational graph theory. 

According to the theorem, meta-language generation runs 
over complete sub-graphs of non-opposing symbols. In other 
words, in a world populated with lots of symbols, locally non-
opposing symbol domains would be sufficient to generate 
meanings and hence meta-languages. 

In the perspective we put forward here, nature is a huge 
system of symbols where scientific disciplines like Physics or 
Biology and many others search for existences, theories or 
regularities which we insist on unifying under a single term 

meanings. With this stance, we also argue that meanings are 
generated in order to identify features that capture important 
characteristics in an efficient way. This connects meta-language 
model to Sapir-Whorf hypothesis that distinguishes language as 
the basis of interaction. Goldspink and Kay [19] state that 
language has significant implications for the dimensionality of 
the resulting higher order structures it can generate and support. 
For instance whenever we notice that a collection of water 
molecules flow as a “fluid”, we simplify its description 
considerably [12]. Consequently, language brings its own 
symbols into our symbolic space redefining granularity and 
corresponds to meanings that makes description simpler. Thus 
language is not simply a renaming of symbols but it is more.  

The entire thrust of the formalization is to ground this 
perspective to make it implementable in a working model of 
sociality. Since a realistic model would consist of agents that are 
heterogeneous in their meta-languages, social simulation 
methodology fits best to our purposes. In the next section we 
propose a simulation based implementation of meta-language 
where agents do not interact merely with their immediate 
neighbours but with all populated agents randomly – offset with 
a function of their distance. 

3 IMPLEMENTATION OF META-LANGUAGE 
We have already presented an implementation of the meta-
language model for the case of interactions with nature. Social 
interactions, on the other hand, are considerably different since 
they involve two reflexive parties and reflexivity happens in and 
through language[20]. 

Obviously social interactions can not be reduced to pure 
symbolic exchanges of curiosity and complexity reduction. 
Social interactions are also structured by other aspects of the 
environment such as resource distribution, spatiality and power 
relations. Thus semiotic structure is different from economic, 
geographic and political structures which also inform social 
interaction. However, even if an action is determined to a large 
extent by some sources, these sources would still have to be 
decoded into a meaning in meta-language.  

Meta-language allows agents to play on the multiple 
meanings of symbols, or in other words stir their imagination, in 
such a way that agents may redefine situations in ways that they 
believe will favour their intents. Situations, evaluation criteria 
and intent of each agent, on the other hand are defined by the 
context of a completely foreign dynamics, such as economics or 
politics. 

As agents develop their own meta–language models, social 
interactions loads inherited information to code. Hence for any 
agent, symbol-meaning correspondence is dynamical in nature. 
A symbol might not only correspond to multiple meanings but 
also an agent might attach a new meaning to a particular symbol 
or drop a meaning from it. This requires the existence of a 
reliability measure for meanings that inflects or deflects 
according to rewards in social interactions which we briefly note 
as the mechanism governing the protocols of inherited 
information. This cognitive mechanism bridges social space to 
meta-language.  

Should such a mechanism be symmetric for benefits and 
losses? Should it depend on absolute magnitudes or should it 
depend on relative increments or decrements? This mechanism 
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models a cognitive process and as DiMaggio [13] states, it must 
be consistent with results of empirical research on cognition. 

Kahneman and Tversky [24] argued that individuals are tuned 
to relative changes rather than absolute magnitudes and that 
valuation is not symmetric for decrements or increments. They 
supported this view by numerous cognitive experiments. In this 
vein they have developed Prospect Theory of decision making. 
Since reliability is in essence a valuation procedure over 
meanings, adopting Value Function calculus from Prospect 
theory as an updating mechanism fulfils the requirements that 
DiMaggio [13] emphasize. Such a mechanism is of the form, 
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where, tr  and 1tr + are a reliability for some meaning, at time t 
and t+1 respectively and e is a function of increments and 
decrements that realize in some other sphere. Default 
characteristic of value function dictates that decreases are steeper 
than increases. 

Hence, mechanism that bridges social space to meta-language 
can be implemented by a Value Function calculus adopted from 
Prospect Theory. Yet, this not the only way; other 
experimentally and empirically derived models of action 
embedded within different contexts are equally valid. The 
inverse direction tells us how meta-language informs social 
interaction. 

Durkheims’ structure of beliefs versus forms of social 
organization, Marx’ ideology versus social formations, Weber’s 
cultural forms versus power relations and modes of economic 
organization and many others show that much of the history of 
social theory has been organized around the debate of the 
connection between symbolic systems and other levels of social 
life. However our objective in this article is to develop a model 
that informs us how actors define social situations in which they 
find themselves, but not the actual practices these definitions 
would imply.  

In its most basic form, a social interaction is initiated when an 
active agent selects a target agent who plays a passive role. 
These agents can be arbitrarily heterogeneous both in their 
opposition networks and meta-languages. With the intentions 
defined by the environment which he can only make sense 
through his meta-language, active agent signals its intents with a 
symbol and a context within which the passive agent is expected 
to make sense of the signalled symbol. In this way, social 
interaction is defined as capability of mutual sense making.  

We present two mechanisms that implement this perspective. 
When passive agent receives a signal from the active agent in the 
form of a symbol within a context or in brief as a semiotic code, 
he tries to decode it referring to his meta-language. In the first 
mechanism, only mutual existence of the same meaning 
(context) for the signalled symbol is necessary and sufficient for 
the interaction to occur (Figure 3a). So, in order to interact, 
passive agent must already be equipped with the intention that 
triggered active agent. This is in line with the intentional arc 
principle assumed by Dreyfus. “The intentional arc names the 
tight connection between body and world, such that, as the active 
body acquires skills, those skills are ‘stored’, not as 
representations in the mind, but as dispositions to respond to the 
solicitations of situations in the world.” [14; p.362]. Therefore, 
active and passive identities are purely inconsequential. Such a 
mechanism mimics a tag model with zero tolerance [23,22], 

where the tag is not constant but is actually coming from a 
system of symbols which has its own dynamics. In return two 
agents can interact over more than one symbol. This property 
enables the researcher to control not only the strength of ties 
between agents but also asymmetric relationships in the 
simulation that we elaborate in the next section. 

Second mechanism relaxes mutual existence constraint and 
loads passive agent a cognitive capacity. When passive agent 
receives the semiotic code, instead of searching for the exact 
context for the symbol, he tries to infer it from the available 
contexts in his repertoire. This could be achieved either by 
particularization or generalization of meanings previously 
attributed to the symbol (Figure 3b). This corresponds to 
maximal grip, “the body’s tendency to refine its responses so as 
to bring the current situation closer to an optimal gestalt.” [14; 
p.362]. Both of these operations respect the network of 
oppositions of the passive agent. Therefore with this mechanism 
sense-making is defined as recognizing the same set of 
oppositions for a specific symbol. Cognitive capacity of the 
passive agent can also be controlled by the researcher depending 
on the target of the simulation. 

 
Figure 3. Two example mechanisms of sense-making through 
meta-languages. 

However, semiotic competence does not imply that agents 
agree in their moral or emotional evaluations of given symbols. 
While sense making is governed by meta-language, evaluations 
of symbols is an outcome of the social interaction process and 
belongs to the practices in social space.  

The mechanisms governing the evaluations of symbols 
bridges meta-language to social space and can be implemented 
in a plethora of ways. For instance, given that a social interaction 
is initiated, social practice might follow as an independent 
procedure which in return allows the researcher to study sense 
making as a constraint on the dynamics of target emergent 
phenomena such as cooperation. This idea mimics Gilbert’s [18] 
“interaction” extension of Schelling’s [32] model. There the tags 
that mark the differences between agents vary thus as the 
simulation proceeds the agents themselves decide which of all 
their tags become their significant characteristics. It could be 
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“ethnicity” or “gender” or something else. Similarly in our 
model, as agents interact with each other where they evaluate 
symbols through a game whose rules are set in an independent 
domain, cooperating local semantic societies are expected to 
emerge. This claim has strong supports from adaptive coin 
flipping theory [10,17]. In this case meta-language model 
extends social simulation methodology by providing the 
researcher a toolkit to analyze the factors of heterogeneous 
network formations and their relative stabilities. Same idea goes 
for the inside of the emergent social networks as well. Social 
networks are neither totally closed [8] nor random [39]. Agents 
allocate positions within a network that provides unique 
opportunities and access to these opportunities [38]. Then, how 
can some agents allocate superior positions than others such as 
structural holes [5]? Does this mean that agents within an 
emergent social network are still heterogeneous enough to 
generate some specific network structures? What are the 
dynamics of non-complete but still embedded social networks? 
We claim that social simulation models that implement meta-
language will provide powerful insight for such questions. 

 A second mechanism that bridges meta-language to social 
space considers a priori knowledge of the researcher about the 
target population. Simulation methodology is also very powerful 
in studying “what-if” scenarios. In situations where a causal 
relationship between a symbol within a particular context and a 
specific behaviour pattern is obtained [40], it is possible to 
associate them in the model. In this regard, meta-language model 
complements the intervention model developed by Kay et al. 
[25] which predicts effectiveness of an intervention within an 
organizational domain in terms of the interplay between 
individual agency and institutional structure. 

As a last note for this section, although we have argued that 
mechanisms of meta-language model can be implemented like a 
tag model, conceptually they are completely different and 
resemblance is only in technical accounts. More specifically, 
while in tag models agents are equipped with a priori 
characteristics, in meta-language models agents are equipped 
with allocations for the flow of knowledge that bridges meta-
language and social space. 

4 EMERGENCE 
If emergence is a function of interactions and/or structural 
coupling of some resulting networks [30], then this structural 
characteristic must have been stored in the meta–languages of 
the constituting agents. Otherwise their meta–languages block 
interactions and prohibit the “desired” structure to emerge. With 
the first bits of the emergent phenomenon coded in meta-
languages, convergence accelerates due to snow ball effect of 
social causation. In return heterogeneous groups of relatively 
homogenous constituents emerge. In a social simulation model 
where all agents can interact each other rather than their 
immediate neighbours, between group interactions would best 
tell the effects of social causation. 

Adaptive coin flipping theory tells us that in a meta-language 
based artificial society, sub-networks with strong ties would 
emerge. Within such a sub-network, where agents interact with 
each other over multiple symbols, some particular meanings 
suppress others through repeated interactions. In this case, 
constituting agents make sense of some symbols over 
unanimously agreed contexts. Thus complexity is reduced and a 

common ideology is emerged. In return, this common ideology 
constraints the constituting individuals in such a way that, 
membership to the society would be contingent to complying to 
the ideology. Yet, no two individuals can be assumed to be 
identical in their network of oppositions in the existence of 
tremendous amount of symbols. Therefore the group ideology 
never covers the whole set of meta-language. Ethos remains as 
the seeds of the prospective emergent structures. Meta-language 
models capture these features and provide the researcher the 
ability to define intentionality on instable domains. 

Last but not the least, in a meta-language model, emergent 
social networks and ideologies around symbols come into 
existence simultaneously. Thus monitoring symbol-meaning 
correspondences serves as a detection mechanism of emergent 
structure as discussed in [12]. 

5 META-LANGUAGE IN PRACTICE 
A close examination of the algebraic structure of meta-language 
reveals that in an attempt to generate an artificial society 
numerous agents can be populated from a single binary 
opposition over symbol sets of unrealistically low cardinalities. 
However more interesting applications of meta-language 
involves opposition networks obtained from empirical data in the 
form of narratives. Meta-language model acknowledges the 
human tendency to think in terms of oppositions. But in the 
model, we have ruled out the negations of symbols whereas it is 
clear that the exact opposite of “rich” is actually not “poor”, but 
“not rich”. Stated otherwise, a perfect dichotomy exists only 
between a symbol and its negation. Meta-language is not defined 
over dichotomies (and can not be), it is defined over positive 
symbols. Consequently, in a grounded symbol system such as 
language, empirically observable as narratives, any symbol, such 
as “poor” opposes symbol “rich” if and only if it is proximate to 
“not rich”. This perspective defines the dual form of opposition 
relations in terms of proximities to negations and opens a 
gateway to make use of cognitive anthropology methodology to 
obtain opposition networks from narratives. 

Following Sapir-Whorf hypothesis, cognitive anthropologists 
argue that narrative mode of thought constitutes the core of 
meaning generation. Clearly, individuals carry their past 
experiences into every decision making situation as structured 
knowledge in their brains. This knowledge, organized in terms of 
categories, influence how the individual understands the world 
[34]. Decision making process, especially in complex situations 
is a result of attaching a meaning to the symbols around the 
individual. Therefore, models developed in cognitive 
anthropology seek to reveal the way in which decision makers 
are making sense of the situation. Their aim is to present the 
structure of the decision making problem from the lens of the 
decision maker [15].  

Specifically it is assumed that the proximity of symbols and 
of their meanings increases as they co-occur in an utterance [11]. 
This relationship has been used to develop taxonomies, clusters 
or causal relationships that explain how individuals attach 
meaning to symbols. Since symbols are elaborated at an higher 
level through pooling, relationships at symbolic level are lost 
due to aggregation methods such as principle component 
analysis. Furthermore all of these techniques require the 
subjective interpretation of the researcher such as inferring the 
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tone of the narrative data [6] and cannot be used to generate 
opposition networks.  

On the other hand when narrative data is coded with the 
original tone it represents, unavoidably symbols and their 
negations are recorded as distinct codes. In this way a narrative 
data such as “He is not rich. He is a scientist.” increases the 
proximity of “scientist” with “not rich” but does not effect its 
proximity with “rich”. Then using the dual definition of 
opposition and a measure such as Jaccard’s coefficient [41], 
proximity of “scientist” and “not rich” reveals the opposition 
between “scientist” and “rich”. In that way it is possible to 
construct opposition networks of individuals from narratives and 
study their dynamics under domains of interests or with what-if 
scenarios within a social simulation model. 

6 CONCLUSIONS 
The dialectic of emergence and social causation remains one of 
the major issues in social science and we agree with 
Castelfranchi [7] that social simulation models offer helpful 
perspectives in this debate. However the principle 
methodological problem for social simulation models is the 
representation of knowledge about the structure. Social action 
depends on the knowledge about all levels of emergent structure 
and this knowledge is not limited to but produced by the local 
binary interactions of the individual agents. This knowledge 
resides in the impersonal area of symbol systems and is 
produced by a meta-language which carries the knowledge of 
emergent structure beyond local networks to the topological 
knowledge of the macro phenomena. Individual agents use these 
symbol systems as tool-kits to make sense of symbols, and use 
their world-views to ground the symbols and ethos to challenge 
meaning-symbol correspondences through their everyday 
practices. Symbolic interaction is not only the symbolic 
affirmation of shared social classifications and normative 
protocols that regulate interaction but is also making sense of 
expressive, symbolic behaviour and decoding the intent of the 
counterparts from these symbols. Meta-language is the key 
concept to understand how this knowledge is generated through 
semiotic relations. Albeit the theoretical support from linguistics 
and culture studies, a compatible proper formalization for a 
meta-language model through which agents can encode and 
decode knowledge about the structure has never been made. This 
paper develops the formal infrastructure of such a model and 
elaborates various mechanisms that can be implemented within a 
social simulation model. 

The definition of opposition between symbols has also a dual 
form as proximity to negations. This form is particularly useful 
in deriving opposition networks from narratives that can be used 
for dynamic analysis and to test what-if scenarios within a social 
simulation model. In that way, meta-language model developed 
in this article promises opportunities to social simulation 
modellers to bridge the gap between what is aggregate and 
emergent and what is individual specific. We have also 
discussed that meta-language models are useful in explaining the 
heterogeneity eminent in social networks and provides bases for 
the emergence and dynamics of embeddedness. Our 
methodology also has strong implications for validation of 
simulation models as well. But due to space constraints we leave 
this subject for further publications. 
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Abstract.  The mechanisms/abilities of agents compared to 
the emergent outcomes in three different scenarios from my past 
work is summarised: the El Farol Game; an Artificial Stock 
Market; and the Iterated Prisoner’s Dilemma.  Within each of 
these, the presence or absence of some different agent abilities 
was examined, the results being summarised here – some turning 
out to be necessary, some not.  The ability in terms of the 
recognition of other agents, either by characteristics or by name 

is a recurring theme.  Some of the difficulties in reaching a 
systematic understanding of these connections is briefly 
discussed. 

1 INTRODUCTION 

Put briefly the question of this workshop is:  what agent abilities 
are necessary for which emergent outcomes.  The importance of 
this can be seen in two ways: firstly, which of our abilities have 
evolved due to the advantage they give us in terms of social 
organisation (the social intelligence hypothesis [26]); and 
secondly, given the abilities we have, what kinds of social 
structure could emerge – i.e. what is the social scope of our 

species.  To get a handle on this we need to understand some of 
the connections between agent abilities and what this means in 
terms of possible outcomes.  Since this involves questions of 
scope and counterfactuals, a look at the evidence of one instance 
of a social species at one point in time is clearly not sufficient.  
Social simulation models provide one way of exploring this 
(examining a range of species and societies and gathering 
evidence is another).   

Since this is a question I have thought about and investigated 

over at least 10 years, in a number of simulation models, I 
summarise some of these results here in brief.  These models 
include both positive and negative results – that is, simulations in 
which certain abilities do seem to be necessary for certain 
outcomes and those in which they turn out not to be necessary.  
The paper is structured into the different games/environments in 
which the agents are placed.  It must be noted that all these are 
very much simpler than those of a “complete” society and thus 

can be only taken as indicative of what might be the case there. 
These are grouped together in terms of the kind of interaction 

the agents are put inside, with subsections for each mechanism 
investigated.  I end with a short summary and a brief discussion 
of the difficulties of trying to work out what abilities cause 
which emergent outcomes and why. 

2 EL FAROL BAR (OR MINORITY) GAME 

In the El Farol Bar game [1] there are a fixed number of 
individuals (usually 100) have to decide each week whether they 

go to the El Farol Bar, or not.  They want to go if it is not too 
crowded (more than 60) go but not otherwise.  Each individual 
knows the past history of the attendance there and has to predict 
this week’s attendance and decide accordingly.  The result is that 
the attendance oscillates wildly (within a broad range of 
parameter settings) around the critical point.  This was re-
christened as the “minority game” in [3]. 

In [8] and [7] I extended this model to allow: sophisticated 

communication; a social network; open-ended learning; and 
strategies that allowed individuals to take their cue from specific 
others rather than just base their guesses on the total attendance 
numbers (as in the above version).  This allows individuals to 
take their cue from identifiable others (I will go to the bar this 
week if agent-23 did last week, etc.). 

2.1 Sophistication of Prediction Strategies 

What Brian Arthur (and others who have investigated this 

model) found is that it does not matter which prediction 
strategies are available to the individuals [1] – the same 
outcomes seem to result as long as there is sufficient variety of 
strategies among the population of players].  Thus it does not 
matter whether the strategies for predicting patters in the 
attendance are sophisticate or simple, the structure of the game 
means that successful strategies are self-defeating after a short 
while.  However this does seem to rely on a rough parity 

between cognitive power between the participants. 

2.2 Open-endedness of learning ability 

I the presence of certain kinds of open-ended learning, where 
strategies can be arbitrarily elaborated and individuals have a 
limited ability to search for new strategies this can lead to a 
spontaneous emergence of heterogeneity in terms of the kinds 
and styles of strategy developed by each participant.  How 

different theses strategy styles are depends on the range of 
strategy primitives available to an individual (the language that 
strategies belong to). 

2.3 Ability to recognise individuals 

The ability to explicitly recognise other individuals (i.e. by 
“name”) seemed to have several effects.  I did allow the 
population as a whole to develop a better population of 

38



 

strategies, in that it seemed able to facilitate the discoordination 
of decisions to attend between agents.  At the same time it 

seemed to produce a greater variety of strategy fitnesses within 
agents [8].  Thus, as part of the expressiveness of the strategy 
space available to individual’s this also had a similar effect to 
that described in section 2.2 above. 

More importantly this greatly increased the amount of social 
embedding (in the sense of [19]) that seemed to occur – that is 
the extent to which different agent’s strategies become 
interdependent on the results of others’ strategies etc.  Such 

embedding has positives and negatives from the point of view of 
the individual – it means that information is efficiently used 
within the “society” of individuals, so that newcomers/outsiders 
are usually at a disadvantage since they have not learnt to exploit 
this resource.  However occasionally such outsides might do 
much better than any because they can more easily discover 
totally new strategies and others will take a while to learn how to 
use its decisions [7]. 

2.4 Imitation 

The ability to imitate a strategy is different from observing 
someone else’s behaviour and using it as an input to one’s own 
decision making strategy.  It is an ability to copy the strategy 
behind the observed behaviour and thus reproduce that 
behaviour.  In this scenario, imitation did not seem to facilitate 
either the general (dis)coordination of behaviour or the social 
embedding.  Maybe this is due to the nature of the task which 

favours anti-coordination and a dissimilarity of strategies 
between individuals. 

2.5 Communication 

Similarly to imitation, described above, communication between 
agents in this model does not seem to have a crucial impact on 
the outcomes in this model.  Since communicating in this model 
gives another individual additional information that it could use 

to its advantage (and the communicating agent’s disadvantage)  
if it does contain a message that can be correlated with the 
sender’s actions then it is so the advantage of the sender to 
“fool” the receiver, by constantly changing that message.  Thus 
in some of the simulation runs agents were developing utterances 
of the form “not not not not ... not not what I did last time” as 
they appended “not”s in an effort to reverse the meaning of their 
communication.  In summary the situation here is not conducive 

to the emergence of communication since it is to an agent’s 
disadvantage to say anything that is meaningful in terms of its 
own actions. 

3 ARTIFICIAL STOCK MARKET 

In this situation there are a number of traders and a single market 
maker that sets prices and buys and sells the various stocks.  
Thus each trader can hold different mixes of cash the the various 
stocks available.  Each trader has a small regular external income 
and aims to make money by investing or speculating.  Each 
stock has a fundamental in terms of an dividend rate which 
follows a slow random walk – the trader gains interest from 
holding the stock in terms of this fundamental.  There is a 

trading cost, so that it is not a good idea to be over-trading.  The 
market maker is under obligation to buy stocks from traders at 
the current price or sell what stock it has, but it also sets the 

prices.  The prices are set according to a simple rule which 
compares supply and demand – if supply is greater than demand 

(more want to sell than buy) the price goes down, and in the 
opposite case upwards.  This is basically an extension of [27] 

This situation is similar to that of the El Farol bar game in 
that traders are competing to “out-guess” each other.  It is a good 
idea to start buying a stock after and when others have been 
selling them and to sell after others have been buying into it.  If 
one just follows others, one step behind, buying when others 
have bought and selling when others have sold last time you just 

lose money.  If the market prices are fairly stable, it is best to 
buy and hold the stock with the highest dividend rate, but if 
dividends are low and prices volatile, it might be possible to 
make more money by speculating.  Thus this is a fundamentally 
competitive situation, and chances for cooperation are minimal.   

3.1 Type of Learning Mechanism 

In  I investigated what happens if I swapped two different 

learning algorithms, but ones with the same inputs, outputs and 
rough expressive power.  One was a neural network and one a 
genetic-programming algorithm.  They both had a similar 
theoretical ability in terms of the functions between inputs and 
outputs that they could learn.  However they did have different 
characteristics. The NN learns more smoothly, sampling 
intermediate functions and values from one strategy to another. 
The GP algorithm encodes rougher approximations and is able to 
change more sharply from one strategy to another in its memory.   

Since a stock market model like this one acts to “amplify” 
and “react” to sudden changes running the model with each of 
these as learning mechanisms makes a lot of difference to the 
outcomes.  The version with NN learning reacted smoothly and 
gradually, showing gradual adaption of prices and long-term 
price “waves”, whilst the GP version showed sudden, clustered 
volatility and characteristic speculative bubbles.  Thus we can 
conclude (unlike others) that in some situations the exact 

cognitive model can make a crucial difference, even if they have 
the same “abilities”. 

3.2 Anticipation 

There are two different kinds of feedback that can be observed 
when one has taken an action or implemented a strategy – the 
success of that strategy (which explicitly or implicitly requires 
comparison with a goal and may be given a numerical measure 

such as a fitness) and the how well it results in the outcomes that 
were predicted (the accuracy).  This corresponds to 
instrumentalist and realist strategies of learning, respectively: 
the former simply using raw feedback according to success to 
learn what to do; and the later which learns to make good 
predictions about the effects of actions (or causes) using 
feedback as to their accuracy and then uses these to reason about 
which action or strategy should be chosen assuming these that 
will best achieve their goal.  It is generally supposed that the 

later kind, labelled anticipatory, will be more sophisticated but 
require more computational resources (although there are leaner 
versions of this, e.g. [28]).  It is clear that sometimes such 
anticipation is needed, but that at other times it is not. 

Thus I mixed traders which uses an instrumental style of 
trading (the fitness of just what worked recently and the content 
just being the immediate buy/sell decision) with one which 
evaluated GP expressions as to how accurately they predicted 
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prices (recently), the currently best being used to predict the next 
price changes and hence determine its buy/sell decisions.  What I 

found in this model [10] is that anticipation did not help a trader 
earn more money in the long term, but have a different pattern of 
trading.  The anticipatory traders would detect patterns in the 
short term and for a while do better than the instrumental traders, 
however the market would then change unexpectantly due to the 
instrumental traders discovering better strategies (due to the 
drain on them extracted by the anticipatory traders) and the 
anticipatory traders would then lose a lot of money, until they 

recognised their predictions had failed.  Thus anticipation did not 
make them better traders in the long run. 

3.3 Context Awareness 

Learning in a context-aware manner means that there is a two 
stage process to learning: firstly, recognising the appropriate type 
of context; and secondly, learning assuming that context.  This 
does depend upon the assumption that the situations being 

learned about do divide usefully into a series of recognisable 
contexts [6].  The folk theory of traders does suggest that they 
recognise and respond to market “moods”, so it seems plausible 
to suggest that context recognition might be useful for a trader in 
such a market. 

[9] suggests an algorithm for simultaneously learning the 
appropriate contexts and the knowledge within these contexts.  
This was tried in a stock market model in [11].  Agents that used 
context-dependent learning was compared with those that that 

used a similar style of learning but assumed there was only one 
context to learn within (effectively being context-free learning). 

Preliminary results did seem to indicate that context-aware 
traders did better than context-free traders. 

4 PRISONER’S DILLEMA GAME 

Social dilemmas are when there is an outcome that is desirable 
for all (usually couched as when everyone cooperates), where 
individuals can do even better for themselves if they act selfishly 
(usually defection) but if everyone does so everyone does very 
badly.  The situations characterised as the “Tragedy of the 
Commons” [24] are a classic example of this.  Clearly if 

everyone just acts myopically in their self interest, then the worst 
outcome is inevitable.   

In order for this to be avoided some additional mechanisms or 
social structure is necessary.  Over the years quite a number of 
different ways of achieving this basic type of cooperation have 
been developed, including: kin selection, iterative play with 
memory of past interactions with each player, enforceable 
contracts, and group formation. 

The version of this situation studied here is when each 
interaction individuals play a number of rounds of the prisoner’s 
dilemma game, and the individuals are propagated into the next 
iteration with a probability that depends upon their total score at 
playing the game.  Some of the work in this area is summarised 
in [18]. 

4.1 Tags 

The ability to recognise whether the person you are playing with 

will be cooperative is obviously advantageous to an individual in 
this game.  It would also be useful to be able to recognise and 
remember every individual so that if you met them again you 

would have information about their behaviour.  The former of 
these is impossible in most situations and the later expensive in 

terms of cognitive resources and impractical in large 
populations.   

However it turns out that simply being able to recognise some 
observable features of individuals and preferentially chose those 
similar to oneself can help establish cooperative groups, even 
where these features have no necessary link to behaviour.  This 
was identified and called “tags” in [25]. In other words a high 
over-all level of cooperation is maintained even where this is not 

an evolutionary stable strategy.  What seem to happen is the 
following: 

1. A small group of co-operators with the same (or similar) 
tags happen to form; 

2. Since individuals in this group preferentially play each 
other, they outperform those in the general population 
and are preferentially populated into the next iteration, 
so the group grows; 

3. Eventually a defector appears in the group (due to an 
invading defector or a mutation) and does even better 
than the others in that group at their expense and hence 
multiples faster than the others; 

4. The group becomes dominated by defectors and the 
fitness of the members rapidly decreases, leading to the 
death of its members since they now score less than 
those in the surrounding population. 

Thus although cooperation in these groups only lasts in the 
medium term, there is continual arising of new groups to replace 
those that become “infected” by defectors. 

4.2 Link Imitation 

In a social network where a link indicates whether the nodes will 
play together or not, any “groups” are not indicated by similarity 
of tags, but rather by the structure of the links themselves.  An 
effect similar to the one in 4.1 above can be observed where 

nodes compare their success with other nodes and their links and 
strategy copied if they are doing better than themselves.  This is 
the SLAC algorithm of [21]. 

As above this can allow the network to structure itself, by 
breaking into groups or otherwise partially isolating defectors, 
and thus maintaining cooperative groups or regions of the 
network in a dynamic fashion. 

5 OPINION DYNAMICS 

Opinion dynamics refers to a wide range of models, where there 
are a set of individuals each of which has a particular opinion 
(from a given range) at any one time.  Over the simulation these 

individuals interact in a pair wise fashion (either randomly 
chosen pairs or restricted by a given social network) in which the 
opinion of one node affects that of the other to make it more 
similar to its own and to have a greater impact the closer or more 
coherent are the two individuals' opinions.  The overriding 
dynamic in such models is the clustering of individuals into 
"groups" with similar opinions – the key questions being how 
many clusters form, how long does it take and how stable they 
are.  The original and best know of these is the family of models 

starting with [4]. 
Departing from the spirit of the [5] model, is a new, simpler 

model.  This has a fixed number of nodes and directed arcs 
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between these.  Each node has a numeric value representing the 
strength of its belief on a certain issue as well as a value 

representing its susceptibility to influence by another.  Each 
iteration of the simulation a random arc is selected and the 
opinion of the node at the origin of this is copied into that of the 
destination with a probability of its susceptibility.  Thus 
eventually (without noise and give the network is connected) all 
nodes will have the same opinion and change will cease. 

An elaboration of this model is designed to model the process 
of consensus formation among agents.    Here the opinion of 

each agent can be thought of as a binary string, where each bit 
indicates the belief (or not) of each of a sequence of possible 
beliefs.  There is a consistency function from possible bit strings 
to the interval [-1, 1] that indicates the consistency of this set of 
beliefs.  The copy process involves the copying of a single bit 
from origin to destination according to a probability determined 
by the change in consistency that would result in the destination 
node.  There is also a "drop" process done by single nodes which 

may drop a belief according to a probability related to the change 
in consistency that would result from this.  Thus it is much more 
likely that the consistency of the beliefs in each node will 
increase over time, and also that nodes with similar beliefs will 
be clustered together.  This model is described more in [14]. 

5.1 Topology 

One surprising and quite general result is that, for a broad range 
of topologies (i.e. those that naturally occur in social networks – 

that are connected and with a relatively small diameter) the 
topology does not seem to make much of a difference to the 
consensus formation process.  This has, in fact, been proved in a 
slightly abstracted general model. 

5.2 Belief rejection 

In the above model the effect of the presence of the ability of 
agents to drop beliefs is obviously important, otherwise 

eventually all nodes will end up with all possible beliefs 
(depending a little on there always being a positive probability of 
the copy process occurring regardless of the resulting change in 
consistency).   

6 CONCLUDING DISCUSSION 

Clearly whether the abilities of agents are critical for the 
emergence of certain emergent outcomes depends upon the 
situation that the agents are within as well as the way in which 
they interact.  Thus a general pattern of necessary abilities is not 
clear.  However, in the above results the ability to recognise 
social clues and identities is a recurring theme, and is clearly 
necessary in some instances. 

There is a general tendency to always argue that more 
abilities or more sophisticated abilities are necessary, on the 
grounds that one can almost always conceive of a situation 
where it would be required.  This is plausible in that we know of 
the wide range of abilities that humans possesses, so it is natural 
to suppose that these are necessary. 

However this need not be the case.  Firstly, it is probably that 
nature evolves multiple and overlapping mechanisms to achieve 

any particular purpose, since this makes for a more robust and 
certain result in an uncertain world, so just because humans 
possess an ability does not mean that it is necessary (though 

might indicate it is helpful).  Secondly, it assumes that human 
intelligence is a general ability, which requires a set of features 

to be obtained but is then sufficient.  However, as I argue 
elsewhere [12], any intelligence will have different pros and 
cons, be better for some tasks than others – i.e. a general 
intelligence is impossible (unlike a general computation device, 
which clearly is possible [29]). 

Another difficulty with this kind of exploration is that the 
advantage (or even necessity) of an ability may only become 
apparent in the presence of certain emergent social structures.  

Thus there may well be a processing of social boot-strapping that 
must occur if certain other social structures or other phenomena 
will be developed.   

If one attempts to evolve whole societies from scratch and 
one is successful in this, one learns one set of abilities that are 
necessary, but one still does not know if there are other (e.g. 
simpler) ways of achieving the same result or whether all the 
abilities are indeed necessary. 

The fact that some of these social structures do seem to be 
emergent makes the prediction of when they will result and 
when not almost impossible to tell without looking at case 
studies or doing extensive simulation exploration. Thus the 
problem of studying the connection between abilities and 
emergent outcomes is an extremely hard one. 

One thing that is needed is the systematic recording of 
simulations and results, so that some of the conditions and 

connections can be started to be mapped.  There are models that 
share some almost standard:  kinds of interaction, topology of 
interaction, abilities of agents, temporal structure (e.g. 
evolutionary propagation), system goals, etc.  or at least are 
various of these relative to a common ancestor (e.g. a PD game).  
A website that mapped versions of these things (e.g. different 
versions of a PD game, or topology) and then linked these 
together to a simulation that brought them together (with the 

various results) would start to put this jigsaw together. 
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