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Abst rac t  

A program has been developed which takes  a spec i f i ca t ion  of a s e t  of 

bodies and of s p a t i a l  r e l a t i o n s  t ha t  a r e  t o  hold between them i n  some goal  

s t a t e ,  and produces expressions denoting the  pos i t i ons  of t he  bodies i n  

the  goal  s t a t e ,  together  with r e s idua l  equat ions  l i nk ing  the  va r i ab l e s  i n  

these  expressions.  

1 .  In t roduct ion  

The work described i n  t h i s  paper i s  motivated bv the  d e s i r e  t o  con- 

s t r u c t  an e a s i l y  i n s t r u c t a b l e  robot t o  work i n  the  domain of automatic 

assembly. E a r l i e r  work a t  Edinburgh ( 1 )  produced a device capable of 

being e a s i l y  "taught" t o  recognise s o l i d  bodies from a small number of 

viewpoints and i n  i s o l a t i o n ,  and t o  s t ack  them i n  pre-determined places.  

1; could a l s o  e x t r a c t  bodies from a heap and place  them i n  i s o l a t i o n  t o  

recognise them. However t he  ensuing assembly of the ob jec t s  from t h e i r  

standard pos i t i ons  was programmed b,v speci fp ing the  motions of the  robot 

abso lu t e ly  (e.g. moveto(9,7); g r a s ~ t o ( 0 ) ;  . . .). A much l e s s  pa inful  way 

of i n s t r u c t i n g  the  robot would be t o  speci fv  s p a t i a l  r e l a t i o n s  t h a t  a r e  t o  

be e s t ab l i shed  between p a r t s  being manipulated. Thus one might say 

"Place t h e  cy l ind r i ca l  f ace  of the  rod agains t  t he  sloping faces  of the 

Vee block" ( s ee  Fig. 9 ) .  Evenif such an English sentence had t o  be 

t ranscr ibed i n t o  a s o r t  of predica te  ca lculus  form, the ga in  i n  i n s t r u c t -  

a b i l i t y  of  t h e  device would be grea t .  

2. Pos i t i ons  

In order  t o  descr ibe  t i e  motions of a r i g i d  bodp one needs the  
"-0: nl. ine group of ?? ra t ions  r i d  t r w . s i ~ . t i o n s  of 5 - s ~ s c e .  We c a l l  a memSer 

o f  t 'yis group E posi t ion .  If p, and p, a re  pos i t i ons ,  t he s  we wri te  p . p ;  
L 

f o r  t:?e f>;ncticr.s; composizion of p f  and p2. We r i l l  use  t n e  Two 

pos i t i ons  valued Y~mctions and w'?,ere s i x ( @ )  is e ro to t ion  t.. 8 

about the X-axis a 9  t r m s f x . v , z )  i s  R tran~191a:ion bv ( x , - i , z ) ,  We alsc 

use  the  constant pos i t ion  1.: v' l iah t~irns cf;e X-wjs back or. i t r e i f .  1.5 

t ? e  proqrm,  con=.:%?- p o s i i i n n r .  fire r e ~ r e ~ e n - e d  3.. A 'TJ 4 mntrice'7 I C  i , . e  



ususi  s:qTr ( f o r  exmple  see  :"). 

3. Features  and s ~ a t i s i  r e l g t i o n s  

The s p a t i a l  r e l a t i o n s  we consider  here a r e  and u. 
These hold noT between bodies but between  feature^ of bodies. Paatufes a r e  

exther  s h e f t s  ( c y l i n d r i c a l ) ,  :'pees ( p l m a r ) ,  o r  holes  ( cy l ind r i ca l ) .  

Exaxples of f ea tu re s  are depic ted  i n  Figs.  1-3. Eacn body has a  s e t  of 

axes embedded i n  it. Each f ea tu re  has axes s s soc i a t ad  with it, Tne 

f e a t u r e  exes a r e  chosen accca~sfix@: t o  c e r t a i n  conventions,  n m e i y  t h a t  the 

X-axis of t he  a x i s  s e t  of' a  f a c e  i s  always point ing  out from tbie face, 

with the  Y and Z axes l v ing  i n  tne  face ,  end t h e  X-axis of a  s h a f t  o r  

hole l i e s  along the  a x i s  o f  s p m e t r y  of t he  f e a t u r e ,  with t he  o r ig in  a t  

the  t i p  of t he  sha f t  o r  the  m u t h  of the  hole. The pos i t i on  of a f ea tu re  

i n  a  bodv i s  defined t o  be t h a t  pos i t i on  which w i l l  transform the body 

axes i n t o  the  f ea tu re  axes. 

F i m r e  1 .  The axes of a  face  

?i=ure 2. The axes of a  s h a f t  
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Figure 3. The axes of a hole 

A t  present ,  t he  desc r ip t ions  of t h e  bodies a r e  input  manually, but 

work a t  Edinburgh i s  d i r ec t ed  t o  being ab le  t o  form s u i t a b l e  "body models" 

of ob jec t s  whose surfaces  a r e  all plane o r  cy l ind r i ca l  by us ing a W 

camera i n  conjunction with a projec ted  l i g h t  s t r i p e .  Such a body model 

conta ins  a spec i f i ca t ion  of a l l  t he  f e a t u r e s  with t h e i r  type ( face ,  s h a f t ,  

hole)  and posi t ion .  

In  t h i s  paper we define the  r e l a t i o n  agains t  t o  be such t h a t :  

a f ace  i s  agains t  another f ace  when they a r e  coplanar,  and with t h e i r  

normals i n  opposit ion; 

a f ace  i s  agains t  a s h a f t  when the  X-axis of t h e  s h a f t  l i e s  i n  a 

plane p a r a l l e l  t o  t he  plane of the  face ,  and removed from it by a 
4 

d i s t ance  equal t o  t h e  r ad ius  of t he  s h a f t ;  

* . t \ d " 8 i b 1  

a sha f t  cannot be agains t  a hole;  

a s ? a f t  cannot be agains t  a face;  

e t c .  

We de f ine  t b e  r e l a t i o n  fits to be such tha t :  

a shaf: f i t s  e h.ole when t h e i r  X-axes l i e  alocg tr.? same L i n e ,  but i n  

c>posi : icc;  

R face  canrot f i t  e face;  

e + c .  

Kate that  t h i s  i r s  a v e r v  i n ? n n n 7 i ? + ~  , - l n s : r i p t i ~ n  c T  q a l n s t  and fits. 
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i e  e2so need condi t ions  involving the  ~ c t d  d a a e n s i n n ~  nf t h e  fontrares, 

sucn rzs t h a t  a face  i s  cagainst another  face  only whet: t h e i r  ou t l i nes  o v e r  

lap by a  c e r t a i n  minimal moun t ,  and t h a t  a  s h a f t  f i t s  a  ha le  only when 

i t s  o r ig in  is  between the  o r ig in  of the  ho le  and the  point on the  X-axis 

a t  ninus t he  depth of t he  hole. We need t o  inc lude  f a c t s  about the space 

occupancy of ob jec t s  - e.ge %at  two ob jec t s  cannot occupy t h e  same space 

a t  the  same time. These l a t t e r  condi t ions  g ive  r i s e  t o  i nequa l i t i e s .  

I t  i s  envisaged t h a t  f u t . m  work w i l l  concentrate on deal ing  with these  

i n e q w l i t i e s .  A t  p resent  w e  onip consider t he  e q u a l i t i e s  produced us ing 

our incomplete d e f i n i t i o n s  of age ins t  and f i t s .  

The program takes  a  l is t  o f  body models, and a spec i f i ca t ion  of the  

agains t  and f i t s  r e l a t i o n s  t h a t  a r e  t o  hold,  and r e tu rns  a  funct ion  q from 

bodies t o  express ions ,  where t h e  expressions denote pos i t ions  t h a t % e  

bodies must be i n  t o  s a t i s f y  t he  r e l a t i ons .  These expressions w i l l  i n  

genera l  conta in  f r e e  va r i ab l e s ,  aqd the  program a l s o  r e tu rns  equations 

(poss ib ly  n u l l )  between these  f r e e  va r i ab l e s ,  having attempted t o  elim- 

i n a t e  these va r i ab l e s  a s  f a r  as poss ib l e  ( t he  equations a r e  non-linear). 

4. Rela t ions  between two f e a t u r e s  

Tbe program f o r  der iv ing t h e  e q u a l i t i e s  i s  based upon t h e  following 

@l considerations.  F i r s t l y  i t  should be noted t h a t  i f  a  f ea tu re  of one body 

i s  s p a t i a l l y  r e l a t e d  t o  a  f e a t u r e  of another then the number of degrees of 

freedom of t he  two bodies considered together  i s  l e s s  than the  12 they 

would have i f  thev were f r e e  t o  move. Suppose t h a t  a  body B, has 

1//1 pos i t i on  p ,  and a  body B2 has pos i t i on  p2 and f ace  PI of 8 ,  i s  agains t  
I f ace  F2 of B2 (fig. 4) then f o r  some Q, y and r 

x vTpre f. and f  a r e  t he  pos i t i ons  of P1 and 
* \  

2 
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P i m r e  4. Face F1 agains t  f ace  F2 

In  equation (4.1) the v a r i a b l e s  y and z correspond t o  the a b i l i t y  of 

F, t o  be t r ans l a t ed  with r e spec t  t o  F2 while still r e m a i n i x  i n  contac t ,  

and the  va r i ab l e  Q corresponds t o  the  a b i l i t y  of F1 t o  r o t a t e  with respect 

t o  F2 while preserving the  contac t .  I n  t he  case where a sha f t  F, f i t s  a 

hole F o r  conversely ( ~ i ~ .  5). we have a s imi l a r  equation t o  (4.1) egcept 
2 

t h a t  t he  r e l a t i v e  t r a n s l a t i o n  is  along t h e  d i r ec t ion  of the common ax i s  of 

?ie'lre 5. 2?.&t F2 f i t s  haole ?, 
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F i m r e  6. Shaf t  F, aga ins t  f ace  F2 

The remaining case t h a t  we dea l  with i s  when F, i s  a  f ace  and F2 

i s  a  s h a f t ,  ( ~ i g .  6 ) .  Here we g e t  two equations,  one f o r  express ing p 2 
i n  terms of p l  and t h e  o the r  f o r  expressing pl i n  terms of p2. These are:  

- 1 
p  =f 

2  2 twix(8) XTOY t rans(=, -a ,  z)  twix(8) f  l p l  (4.2) 

-1 
p l=f l  twix(8) t r ans (x ,y , a )  XTOY twix(0) f2p2 (4.3) 

where a  i s  t he  r ad ius  o f  t h e  s h a f t ,  x  and z i n  the  one case,  and x  and y 

i n  the  o the r  correspond t o  t h e  t r a n s l a t i o n  of the  s h a f t  across  the face ,  

Q corresponds t o  t h e  r o t a t i o n  of t h e  s h a f t  a b u t  a  normal t o  the face ,  &rid 

6 corresponds t o  the s h a f t  r o t a t i n g  about i t s  a x i s  of symmetry and XTOY i s  

a  cons tant  pos i t i on  which transforms the  X-axis to the  Y-axis. 

5. S a t i s f y i w  simultaneous r e l a t i o n s  

Xe have seen how t o  express  t i e  pos i t ion  of one bo6y i n  < e m s  of t he  

pos i f ion  05 a n o t l e r  when the  tuo bear a spec i f i ed  s p a t i a l  re:a:ionship t o  

each other.  In  general  we are i n t e r e s t e d  i n  making a  nunjar of r e l a t i o c s  

hold e inu l t a r . ec ,~s ly  between a  cwnber of bodies ( s ee  s ec t ion  F r e r  exucple$. 
-. 
.ne progran de r ives  expressi0r.s f o r  :he pos i t ions  of these bodies by f i r s t  

s e l e c t i r g  one to  be the base. ( A  f i xed  one i f  pos s ib l e ,  ottsrw:se an 

a r b i t r a r i l y  chosen one.) A body which has a  f ea tu re  r e i a t e d  t o  a f ee tu re  

of t h  basa then has i t s  pos i t i on  expressed s.pbolical1" in terns of the  

pos i t i on  of the  base according t o  the  equations of s ec t ion  4. This new 

s e t  of bodies with 



Ambler and Poppleatone 

pos i t i ons  defined i s  then used t o  provide expressions f o r  the  pos i t i ons  

of t h e  bodies r e l a t e d  t o  them. Wow i t  raay happen t h a t  there  a r e  loops 

i n  t h e  graph r e l a t i n g  bodies ( f o r  i n s t ance  the  rod mentioned i n  s ec t ion  1 

is  r e l a t e d  i n  2 ways t o  t h e  Vee block, namely it  is aga ins t  both faces). 

I n  t h a t  case  the  program has two a l t e r n a t i v e  express ions  f o r  the  pos i t i on  

of t he  boay. I t  s e l e c t s  one of them t o  be the  pos i t i on ,  and forms an 

equation saying t h a t  t he  two a r e  equal. 

Thus a t  the  end of t h i a  phase, assuming t h a t  t he  r e l a t i o n  graph i s  

connected a l l  bodies u i l l  have an expression f o r  t h e i r  pos i t ion ,  and a 

number of equations between pos i t i ons  w i l l  have been generated. Now, 

r e l a t e d  t o  t h e  f a c t  t h a t  the  Affine group i s  the  semi-direct product of 

t h e  group of t r a n s l a t i o n s  and the  group of r e l a t i o n s ,  i t  i s  poss ib le  t o  

consider the  ro t a t i ona l  component of t he  equations separa te ly .  ( see  (3)  

i n  which the  treatment of these equations is  considered i n  full..) Br ief ly ,  

however t h e  system dea l s  with t he  equations of t h e  f o m  

twix(Q)=a 

twix(@:) a twix(Q2)=b and 

twix(8 , )  a t w i x ( ~ ~ )  b twix(8 )=c 
3 

It is shown i n  (3)  t h a t ,  depending on t h e  values  of a ,  b and c ,  the  

above equations have so lu t ions ,  g iv ing constant va lues  f o r  Q , ,  Q2, Q3. 

I t  should be noted t h a t  the r o t a t i o n  equations a r e  first reduced by 

applying t h e  transfbrmations 

The e f f e c t  of t h i s  phase is  t o  produce a nmber  of l i n e a r  equations 

on the  Q ' s .  These a r e  used t o  e l iminate  a s  many of the Q ' s  a s  possible.  

Saving deduced a s  much a s  poss ib le  by consider ing the  r o t a t i o n s  bv 

rtemselves,  and having subs t i t u t ed  s ,mbo l i ca l ly  o r  numerically f o r  the 

varia 'bles wkich have Seen elimineted,  t he  program proceeds t o  a t t ack  

t'-.e eq.iaticns of  t h e  f c m  

bv rrult iplving svm%olically h v  the  zero vector  0, t o  ge t  
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;t i s  &own i n  (3) t h a t  i t  is s u f f i c i e n t  to so lve  t h i s  equation. 

?he s.mboolic mu l t ip l i ca t ion  & a ~ n d s  on t h e  e q u a l i t i e s  

3s ing (5.8) and (5.9) an equat ion  between two symbolic vec to r s  is 

derived, and bv equat ing  the  components, t h r ee  r e a l  equations a r e  

obtained f o r  each equation of the form (5.6). 

6. The implementation 

3 e  expedi t ious  implementation on a computer of the  sumbol ic  

manipulation described i n  t h i s  paper obviously r equ i r e s  a language i n  

which i t  is easy to  implement a range of data-types and with "heap" 

r a t h e r  t h  s t ack  s torage  contro l .  I n  f a c t  we use POP-2 (4 ) .  Much of 

the  a lgebra ic  manipulation i s  n o t  spec i f i ed  i n  POP-2, however, but i n  

terms of production which a r e  i npu t  t o  an Algebra System wr i t t en  i n  POP-2. 

E q - ~ a i i t i e s  such a s  5.4 a r e  wr i t t en  as: 

aeaning t i a t  anything t h a t  matches the  expression t o  t he  l e f t  of the  arrow 

i s  t o  be replaced by what is t o  the r i gh t .  MP i s  an a s soc i a t ive  opera tor  

meaning matrix product. The Algebra System automat ica l ly  pe r foms  cer- 

Yeir! s i ~ p l i f i c a t i o n s  such as  working out constant subterms, the elimin- 

atior.  of i d e n t i t y  elements corresponding t o  opera tors ,  a?d the replace- 

a e r t  or' any subterm i n  which a zero of the opera tor  occurs 3y the zero. 
-. -r.e 3atc:iRg process i n  applfirig productions tdces  nccomt  of 

a s s o c i a t l v i ' . ~ .  I f  an opera tor  i s  botn commutative and associa t ive  :?.en 

:>.e sys ten  automatically c o l l e c t s  s u i t i p l e s  of repeated s . ~ b t e m s .  

- :  = - . e r  .. fixed Slcck ( t h e  '%orid") of .-.eig-,t 2 5 ,  uit!. pcs i t ior .  I ~ - . d  

... * - .  L -  a r c l e  a ?  dept:: 8 drille. '  i n t o  i t s  top surface  a: (5C,5i!,.?C) - i . e .  
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put rr pas t  i n t o  t h e  hole so  t h ~ t  t h e  sha f t  ( f e a t u r e  pos i t ion  o f   shaft=^) 

fitrp t h e  hole ,  and tke end f ace  of the  post  i s  =tiinst the  oottom of the 

hole ,  (Fig. 7). 

F i m r e  7. Post i n  hole,  with 1 degree of freedom 

Eguating the  pos i t i on  of t he  post  derived through fits r e l a t i o n  t o  

t h e  f i xed  world 

1 
(M- M twix(Q1) t r ans (~1 .0 .0 )  XTOZ trans(50,50,20)1) 

with t he  pos i t i on  derived through the agains t  r e l a t i o n  

(K- M twixkQ2) t r a n s ( 0 , ~ l , Z 1 )  XTOZ trans(0,0,12)1) 

produces t'e e q 2 s t i o n  

.*it? O ! D C S ~ ) = % ~ X ( Q ; ) )  t r r n ~ i c , ~ l , z ' ~ !  XTOZ trans(0,0,:2!. 3 s i v i . w  t!,e 
-= t a t :  ,- - A ~ . .  e ~ u ~ t l o n r :  p r o d ~ - e s  t 'qe r e ~ . :  e o u a t i o n  

':ow 3 ' .1bs: i t i ; t in~ fcr ' i n  t i e  eqaa t io r i ,  s ~ : v i r g  t rans-  

1 a+ i o n  3lon:i 35 gives  
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XI=-P, !'I-50, Z l -50  

m d  '2 (pos t )  becomes 

T ' ~ ~ X ( @ Z )  trans(0.50.50) XTOZ trans(0,0.12) 

i,e. the  pos t  f i t t e d  i n t o  the  hole has only one degree of freedom - 
ro t e f ion  about i t s  own axis.  

8. Other ~ r o b l e m s  

Ye have used the  system t o  solve severa l  o ther  problems: 

( 1 )  Given a f i xed  world with a f i xed  w a l l  on it, put a block down 

so t h a t  a p a r t i c u l a r  s ide  is  w a i n s t  t he  worldtop and another p a r t i c u l a r  

s ide  i s  aga ins t  the wall. 

(2) Given a f ixed world with two f ixed  wa l l s  a t  r i g h t  angles  put 

one block down so t h a t  spec i f i ed  faces  a r e  agains t  the  worldtop and t h e  

wal ls ide ,  and put a second block down so  two spec i f i ed  faces  a r e  aga ins t  

the  worldtop and the  second wall and so  t h a t  a p a r t i c u l a r  p a i r  of f aces  

of  the  blocks a r e  aga ins t  each o the r ,  ( ~ i g .  8). This produces a 

s i t u a t i o n  where one block has no degrees of freedom, and the  o the r  block 

i s  only f r e e  t o  s l i d e  along between the  wa l l s  and t h e  f i r s t  block. 
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(3) Oimn a f i r e d  world with a f i xed  wal l  on it, put a 

c y l i n d r i c a l  rod down s o  that i t  i s  lying on t h e  worldtop with one md 

agains t  t h e  wallside.  

(4) Given a f i r e d  block with a "'iq shaped groove c u t  i n t o  i t ,  put 

a c y l i n d r i c a l  m d  down so  t h a t  i t s  cy l ind r i ca l  surface  i s  agains t  both 

s i d e s  of the groove, ( ~ i g .  9). 

VEE BLOCK 

F i m e  9. Rod r e&ing  agains t  groove i n  Vee block 

(5)  Given a f i xed  world with two holes  d r i l l e d  i n t o  it, f i t  two 

pos t s  i n t o  the holes ,  w i th  t h e i r  ends agains t  t he  bottoms, and f i t  a 

c rossbar  i n t o  two holes  d r i l l e d  i n t o  the  pos ts ,  so  t h a t  its ends a r e  

aga ins t  t he  bottoms o f  t he  holes ,  (pig. 10). In t h i s  case t he  pos t s  

have no degrees of freedom, and the  crossbar  can on ly  r o t a t e  about i t s  

own axis.  During the  course  of so lv ing t h i s  problem, f i v e  equations 

a r e  s e t  up, and the  r o t a t i o n  of t h e  pos ts  i n  t h e i r  holes  can only be 

determined by consider ing both the f i t s  r e l a t i o n s  of the  crossbar.  



Figure 10. Crossbar f i t t e d  i n t o  two pos t s  i n  holes  

(6) Given three  blocks,  with holes  d r i l l e d  i n  each end, and p i n s  

f i t t i n g  i n t o  t he  holes  t o  j o in  t h e  blocks i n t o  a t r i a n g l e ,  determine t h e  

pos i t i on  of two of the blocks, given t h a t  one i s  f i xed ,  and they a r e  of 

r e l a t i v e  lengths  3,  4 and 5. 

9. The r e l a t i o n  t o  previous, work 

Most work with robot manipulators r equ i r e s  t h e  so lu t ion  of equat ions  

of one s o r t  o r  another,  but usual ly  such equations a r e  stereotyped, t h a t  

i s  t o  say i t  i s  requi red  t o  g e t  the W i p u l a t o r  t o  grip one block o r  t o  

put a block i n  a known place. For i n s t ance  see  Paul ( 5 )  and E j i r i  &. 
(61, Feldman ( 7 ) .  

Nevins 9 & (8) have d e a l t  with t he  automatic production of  the 

dynamic equations f o r  an a r b i t r a - 7  nanipula tor  whose connection grapr, i s  

l i nea r .  

1 
Fikes ( 9 ) .  Moore and Foster  (:o) have considered the  so lu t ion  of 

equations a s  p a r t  of a genera l  problem solving sy7stem. 

X'e t'ranlr tne  Science 'esearc-. lounci l  and t i e  3al:e : 'olle :ou".det~on 

'or support. 



Ambler arid Popplestone 

References 

1. Ambler, A.P., Barrow. 'I.G., Brown, C.14.. Burs t a l l ,  R.H. and 
Popplestone, R.  J. ( 1973) A v e r s a t i l e  computer-controlled assembly 
system. P roceed iws  of Third In t e rna t iona l  J o i n t  Conference on 
A r t i f i c i a l  In t e l l i@nce .  Stanford,  Cal i fornia ,  pp. 298-307. 

2. Roberts, L.G. ( 1  965) Machine perception of 3-dimensional so l id s .  
In  Opt ica l  gqd Electro-optical  Information Processiqg,  (eds. 
J .T .  Tippet ,  eta). M.I.T. Press ,  Cambridge, Mass. 

Ambler, A.P. md Popplestone, R.J. (1974) Turning s p a t i a l  r e l a t i o n s  
i n t o  equations.  Research memorandum HIP-R-107, Department of 
Machine In t e l l i gence ,  School of A r t i f i c i a l  In t e l l i gence ,  Univers i tv  
of Edinburgh. 

4. Burstall, R.R.. Coll ins ,  J.S. and Popplestone, R . J .  (1971 ) 
P r o ~ d n g  i n  WP-2. Edinburgh: Edinburgh University Press.  
(A  r ev i s ion  of POP-2 P a ~ e r s ,  Edinburgh: Edinburgh University Press ,  
(1968), with much new material .  

5. Paul,  R. (1971) T r a j e c t o v  con t ro l  of a computer arm. P r o c e e d i ~ s  
of Second I n t e r n a t i o n a l  J o i n t  Conference on A r t i f i c i a l  In t e l l i gence ,  
London, pp. 385-390. 

5. E j i r i ,  W., Uno, T.,  Yoda, H., Goto, T. and Takeyasu, K. (1971) An 
i n t e l l i g e n t  robot with cognition and decision-making abi1it.v. 
Proceedings of Second In t e rna t iona l  J o i n t  Conference on A r t i f i c i a l  
I n t e l l i m n c e ,  London, pp. 350-358. 

7. Feldman, J., Pingle ,  K.,  Binford, T., Fa&, G., Kay, Paul ,  R e v  

Sprou l l ,  R, and Tenenbaum, J. (1971 ) The use  of v i s ion  and 
manipuletion t o  solve the  " Ins tant  Insani ty"  puzzle. P r o c e e d i n ~ s  
of Second In t e rna t iona l  J o i n t  Conference on A r t i f i c i a l  I n t e l L i ~ e n c e ,  
London. pp. 359-364. 

8. Nevins, J .L. ,  Whitnev, D.E. and Simunovic, S.N. (1973) System 
a rch i t ec tu re  f o r  assembl-r machines. A Report i n  Advanced Automation 
9764, Cn'nerles Stark Draper Laboratory Inc., Cambridge, Wass. 

9.  ?ikes.  3.3. ( ' ? 7 0 )  3EF ARF: k system f o r  solving probleas s t a t ed  
a s  p r ~ c e d u r e s .  . k r t iP i c i a l  i n t e l l i gence  1 ,  No. 1, 27-120. 

'G. Fos ter ,  ;.?. ( :970) 'he philosophy behind kbset .  S.R." Computer 
Resetircr. :ro,~p, ?ept . of En$-lneering, Yarischai l o l l ege ,  Aberdeen. 



A1 and Sens~ri-Motor Intelligence 

John Burgee 
Department of Psychology, University of Durham 

In this talk I shall discuss the earliest period of human cognitive 
davulopment, the period of sensorimotor inteliigence (SMI), in terms provided by  
A i .  One aim in doing so is to show that the application of A1 concepts and 
tecktniques in the study of this period will prove useful for the understanding 
of infancy (and incidentally to A1 itself). A few issues central to A1 will be 
taken and used as a basis for discussion of aspects of sensorimotor 
intelligence. SMI can be a good test-bed for A1 ideas - at least as informative 
as that provided by, say, chess. The world of an infant is in no sense a toy 
world, yet it is small. I t  is more than an arbitrary subset of our world but 
can be computed manageably. Moreover, most of the phenomena anyone would 
ascribe to the action of "intelligence" may be found in the first two years of 
human life. Another aim of this paper is to give same feeling for the 
significance of this earliest phase of human development for our understanding 
of man. 

The presentation will begin with a brief outline of the course of 
sensorimotor development as described by Piaget. Attention will then be 
focussed on the last stage, that of "rapid internal coordination", which will be 
compared with devices with a solution to the frame problem in AI. An 
investigation of the behaviour of infants will be proposed as an approach to the 
solution of the frame problem, and a number of issues involved in such an 
attempt will be discussed. The paper ends with some comments aout the relation 
between A1 and Psychology. 

*Currently at the Department of Computer Science,Carnegie -Mellon University 
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2 The Ps~chology of SMI 

Without a doubt the most famous student of children's cognitive development 
has been Piaget. He was interested in creating an experimental epistemology by 
finding out how children interpret the world and seeing how their interpretation 
develops with time and experience. He summed up his interests in the origin of 
cognition with the name "genetic epistemology". He began his research by 
observing his own children's spontaneous actions and their reactions to 
situations which he set up himself, as this example shows: 

Obs 16. ... Laurent, at 0;7(5) [i.e, at 7 months and 5 days] loses a 
cigarette box which he has just grasped and swung to and fro. Unintentionally 
he drops it outside the visuai field. He then immediately brings his hand 
before his eyes and looks at it for a long time with an expression of surprise, 
disappointment, something like an impression of its disappearance. But far from 
considering the loss irremediable, he begins once again to swing his hand, 
although it is empty; after this he looks at it once more! For anyone who has 
seen this act and the child's expression it is impossible not to interpret such 
behavior as an attempt to make the object come back. Such an observation 
places in full light the true nature of the object peculiar to this stage: a 
mere extension of the action. . . . he grasps and swings the cigarette box 
. . . ; when he loses it right after having taken it he searches on the coverlet 
wi th his hand. However, when he drops it again under any other circumstance, he 
does not try to find it again. 1 then again offer him the same box above his 
eye level; he makes it fall by touching it but does not search for it! 
(Piaget '54a) 

Clearly the conceptual world of the baby is somewhat different from our 
conc:eptual world and Piaget, by the use of simple but judicious experimentation, 
has shown that it is organised on an immediately practical basis throughout the 
first two years of contact with the physical world. He found that as 
development proceeded there wfis an increasing capacity for the representation of 
~ b s e n t  states of affairs, facility with which was held to rnaric the advent of the 
next period. He called the first period, from 0 to 2 years, the period of 
Sensori-Motor Intelligence. The brief survey of it whichfoilows will show what 
vast progress the child makes in his construction of reality wiihin this first 
period of intellectual growth, 
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Piaget ('54a) describes six stages in the development of SMl. Stags I is 
chat acterized by instinctive reflexes, stage 11 by habitual (acquired) reflexes, 
stage I I I  by secondary circular reactions, stage I V  by means-end behaviour, 
stage V by tertiary circular reactions and the final stage, stage V1 by "rapid 
internal coordination" of problem solving processes. 

As an example of a reflex schema, Piaget cites sucking. At this stage 
objects are known only through their capacity to enter into reflex activity. In  
stage I I  the reflexes are modified so as to become extended in scope - to, for 
example, systematic thumbsucking. In Piaget's terms, this "involves the 
formation of a schema of a higher order (a genuine habit), which then integrates 
the lower schema [i.e, the reflex] with itself." 

Stage 111, starting at about 3 or 4 months, is marked by the appearance of 
the secondary circular reaction. Anexample of this is that of the infant 
shaking some rattles on the pram cover by means of a string attached to it. 
Initially, the child grasps the string and inadvertently shakes the rattles. On 
hearing the result he repeats the process. l n  a typical circular reaction this 
repetition will recur for some time. In the primary circular reaction of stage 
I1 (e.g. thumbsucking) the body itself is affected repetitiously; in the 
secondary circular reaction, external objects are affected, usually via 
prehension. 

The fourth stage, starting around 8 to 10 months, involves the 
concatenation of schemata which produces means-end behaviour. An example is the 
removal of a screen to retrieve an object placed behind it. Because the 
schemata may be concatenated in an arbitrary order, whereas the habitual 
coordinations of the second stage are fixed firmly together in discrete 
uncammunicating schemata, Piaget refers to an increase in the 'mobility' of the 
schemata. 

The characterization of these mobile means is the preoccupation of stage V. 
The tertiary circular reactions consist,as do all circular reactions, of 
repc:iitions of new phenomena, but this time with "vijriations and active 
experimentation" - for example, dropping a toy from various heights and studying 
the trajectory. 
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The final stage, stage VI  (around 18 months) involves the internal solution 
of pfoblerns. Piaget cites the example of a stick, with which his child had 
previously had no contact, affording insight into its practical potentialities 
for reaching things without actual trial and error. Another example will be 
discussed in the next section. 

Figure 1 may help to conceptualize the stages and the relations between 
them. In  it are distinguished the stages involving a new type of information 
processing behaviour - the "modes" - from the stages involving the mere 
acquisition of data in in association with these modes of organization - 
"explicit data gathering". Figure 2 attempts to relate these modes to a 
progressively bifurcating development of descriptive terms which are justified 
by  the modes. These modes may be related to Kant's "a priori"categories - "a 
priori", that is, so far as Kant's introspections on his own, adult, state were 
concerned. 

Piaget's rather homely methods and theorelicai analysis may be attacked in 
a variety of ways. To consider them would quickly generate a complex argument 
for which there is  no space here, but it wouldbe inappropriate to take all that 
Piaget has written without criticism. His writings can thus be put to only a 
relatively weak use here - merely to provide a framework within which to 
appreciate the character of sensorimotor development. Another aspect of 
Piagetian theory for which there is insufficient space is its structural 
aspects. These are iess pronounced for the sensorimotor period than for the 
later periods. The structures he uses for these are regular mathematical 
structures (Beth and Piaget '66). Had he had a knowledge of the use of the 
irregular structure manipulations of AI, he might have been able to characterize 
the structural aspects of infant behaviour more completely. This line of 
enquiry will not be pursued explicitiy here. It wili, however, be implicit in 
the following discussion of insightful behaviour and iis origin. 

3 The Frame Problem and'StageV1 

The frame problem, simply stated, is that of keeping track of what is going 
on in the world while attempting to change some aspect of it. The difficulty is 
that an action may have side-effects not immediately representable in the 
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data-basedescribing the state of the world. One is tempted at first sight to 
believe that the problem should be w i te  readily soluble, but this iliustration 
from Raphael ('71) should dispel such naivety. Suppose that initially a 
situation is described by four facts: 

( f  I)  A robot is at position A. 
(f2) A box called 5 1  is at positron B. 
(f3) A box called 5 2  is on top of BI. 
(f4) A, B, C and D are all positions in the same room. 

Suppose moreover that two kinds of actions are possible: 
(a 1) The robot goes from x toy, where x and y may be any of A, 5, C 
and 0. 
(a2) The robot pushes 01 fremx to y. 

Consider two tasks: 
(t 1) The robot should be at C. 
(t 2) B 1 should be at C. 

t 1 con be accomplished by the action of type al, 'go from A to C'. After 
performing the action, the system should know that facts f2 to f4 are true, but 
that f 1 must be replaced by 

( f  1') The robot is at position C. 
t2 requires the use of a2, and both and f 1 and f2 must be changed. The problem 
is to work out which facts have changed as a result of the action. Raphael says 
that 6Ithough one can think of ways of doing this, they all seem to break down 
in complicated cases. He gives two examples: 

(p 1) 'Determine which facts change by matching the task specification 
against the model.' 

This would fail for t l  i f  the robot got to C by pushing B 1 there (which is not 
unre,asonable if the box were between the robot and C and pushing it there were 
easier than going round), thus changing f2. 

(p2)'Specify which facts are changed by each action operator.' 
This procedure is also not sufficient, since derived information such as 

(f5) B2 is at position B. 
will be made false by t2. 
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According to Raphael the solution to the frame problem is unknown. (Its 
solution may, indeed, require abandoning the first-order predicate calculus of, 
for instance, McCarthy and Hayes ('69), which anyway has rather definite 
limitations according to Anderson and Hayes ('72). Be that as it may Jacqueline 
Piaget demonstrated that she had solved it before her second year was over: 

Observation 18 1 repeated.-. . . Jacqueline at 1;8(9) arrives at a closed door 
- wi th a blade of grass in each hand. She stretches out her right hand toward 
the knob but sees that she cannot open it without letting go of the grass. She 
puts the grass on the floor, opens the door, picks up the grass again and 
enters. But when she wants to leave the room things become complicated. She 
puts the grass on the floor and grasps the doorknob. But then she perceives 
that in pulling the door toward her she will simultaneously chase away the grass 
which she placed between the door and the threshold. She therefore picks it up 
to plit it outside the door's zone of movement. (Piaget '54b) 

Perhaps this shows only a partial solution, as Jacqueline did make a 
mistake as she was about to leave the room. The mistake was short-lived and 
easily corrected. What is interesting about it is that the consequences of it 
could be foreseen and that the correction was made without trial and error. She 
certainly gained very little information about the nature of the problem of 
getting herself and her blades of grass out of the room. Her'mistake' - and i f  
she had not made it, it could have been argued that the blade of grass had been 
placed outside the range of the door by chance - allows one to see what was 
missing from a complete insightful action. A number of such observation of her 
actions in similar situations might well provide a list of all the necessary 
components. I t  is only towards the end of the sensorimotor period that the 
internal factors that define the next stage begin to obscure the origination of 
performed behaviour, so that the components which are invisible at stage VK will 
have been on display in the precedingmode, stage IV. It is precisely this 
invisibility which makes it plain that the child has solved the frame problem. 
In order to find out how he has done it one could do worse than follow the 
advice of Chairman Mao, quoted by Anderson and Hayes: 

You can't solve a problem? Well, get down and investigate the present facts and 
i ts  past history!. . . Only a blockhead cudgels his brains on his own, or 
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togcther wrth a group, to 'frnd a soiution' or 'evolve an idea' withwt making 
any investigation. I t  must be stressed that this cannot goesibly lead to any 
effective solution or any good idea 

4 Factors in Tracinghe Child's Sotutia 

In following this advice and investigating the history of the problem (or, 
rather, the history of the infant's solution to it) we find that external 
feedback governs the younger infant's attempts, rather than some internal 
feedback producing 'insightful' actions. Moreover, exactly as quoted in the 
exa~nples above, one can see exactly what processes are occurring so that 
theories can reflect the data rather closely. 

One also needs well-understood theoretical constructs in order to fabricate 
a viable theory. Fortunately those applicable to the mode preceding that of 
rapid internal coordination (see Figure 1) have been elaborated in A1 following 
the work of Newell and Simon ('63) on GPS. Some aspects of this branch of A I  
have even been amenable to systematic analysis, for instance the traversing of 
graphs (Michie'70). The lack of not only these formalised concepts but also 
the computational power to deduce rigorously the results of theories based on 
them may be important reasons why Tolman's ('32) attempt to apply "means-end 
analysis" to learning by rats did not catch on in the Thirties. 

Another issue which bears on this is that of representation, both in 
general and particular terms. Generally, the infant constructs his reality in a 
manner quite different from that of the adult, as has been illustrated above. 
The classifications of Figure 2 correspond to gross structures for 
representation, to Kant's categories (Korner '55), perhaps. For the finer 
details let us consider putting some meat on a ylggestion of Meltzer's ('70) 
that a sensible way to acquire generalizations about the world is to generalize, 
1.e. 

from P(a) infer (x)P(x) 

All structures are generalizations, although they may not be due to just such a 
process of generalization. Let us, however, look at Meltzer's process. He gave 
two examples. The first was the inference of almost all the axioms of group 
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theory from ten statements about two groups. The second was from a more complex 
domain. That was of a child throwing a stone and seeing it sink in a pool. 
What is it that allows a child to make - as Meltzer claims he does - the 
"(deductively invalid) inference that all stones if dropped on water will sink" 
and not any of a host of more or less general inferences, some of which are 
incorrect? Clearly the child must make careful use of his current representation 
of the world in order to learn anything new about it and at the same time remain 
in a state of approximate adaptation. 

One could do experiments with children to explore this issue of how current 
structures limit generalization in early learning. Here is a rather 
entertaining example from linguistic development quoted by McNeill('66): 

Child: Nobody don't like me. 
Mother: No, say "nobody iikegme". 
Child: Nobody don't like me. 

(eight repetitions of this dialogue) 

Mother: No, now listen carefully; say "nobody likes me" 
Child: Oh! Nobody don't likes me. 

The hapless child did not make the generalization his mother wanted him to. 
Incited, it is a little difficult to see how she could have signified that she 
wanted him to delete the "do" with the consequent double negative, even i f  she 
could have formuiated the problem in the first place. (And as it happens, the 
:ter4seW was correct anyway, given the presence of a "do" in the sentence.) I t  is 
not easy to envisage a generalization procedure which the child could sensibly 
employ to improve his grammar in the direction intended by his motner. 

Investigation of the details of the chiid's structurai representation must 
bear these considerations in mind. 



John Burge 

5 =uctural Learning. 

Now that sophisticated software has made it possible lo consider 
implementing theories of sensorimotor development in detail as process models, 
the question of how the structures develop with experience may be examined 
afresh. Hopefully it will become practicable to identify exactly the potential 
cracks in  each structural level whichallow the next level to unfold. A start 
has been made in this direction by Newsted ('73). He has begun to implement 
Cunningham's ('72) interpretatiopn of the Piagetian first period in terms of 
tiebb's ('49) hypothetical neural learning processes. 

I t  may be found that mere differentiation and recombination of reflexes (as 
proposed by Piaget) cannot provide for early intellectual development and that 
something additional will have to be added. That would lead to a position 
simi:ar to that of Chomsky ('55). Ke proposed that normal learning methods 
would be inadequate for first language acquisition, and that extra principles 
would be needed to latch on to "universal" (i.e. general) properties of all 
adult languages. Supposing that we did use the same basic learning mechanism as 
animals, these supernumary principles would help characterize what i l  is to be a 
man. This is an important goal of psycnology which seems to have been forgotten 
long ago, and it may be that A1 is in a position to help achieve it. This will 
be especially so after AI-based workon learning by infants, for Chomsky had no 
clear idea how children ordinarily learn about the world. The discovery of this 
w ~ l l  be impossible without the wholesale importation into developmental 
psychology of A1 techniques and results. Another drawback for the Chomskian 
view of universals of adult language as an explanatory aid in first language 
acquisition is that they provide nothing more than constraints on the solution, 
rather than specify the acquisition process. An A1 approach would work close to 
each structure as it grew and so could provide a better account of the 
relationship between innate heuristics and generalizations in the 
fully-developed structure than Chomsky's conjecture that the former somehow lock 
on to the latter. I t  could also distinguish any specifically linguistic prior 
knoiwledge from that which is general to sensorimotor activity. 
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6 Conclusion 

This talk has attempted to show that A1 and early developmental psychology 
may be of value to each other. I t  has been suggested that the infant's gradual 
approach to the insightful solution of problems may be a valid technique to 
employ in solving the frame problem. However the problem itself would not have 
become apparent had i t  not been for the detailed analysis of action forced upon 
A1 by the neutrality of software ignorant of the ways of the world. 

The position advanced does not fall wholly into one of Newell's ('70) eight 
possible relationships between A1 and psychology. They are 

(1) No relationship 
(2) Metaphorlattention-focussing 
(3) Forces operationality 
(4) Provides language 
(5) Provides base (ideal) models 
(6) Sufficiency analysis 
(7) Theoretical psychology 
(8) Self sufficient 

I n  none of these is there provision for transferring ideas or results from 
psychology to AI, and that this is possible and indeed desirable is one of the 
contentions of this paper. Work on chess problems provides another example of 
A1 making use of psychology. Simon and Chase ('73) consider observations on the 
perceptual abilities of grandmasters as a means of isolating the important 
factors to develop in the evolution of better programs - rather as has been 
suggested here for the frame problem. Good ('69) proposed a collection or 
principles of play from good books on chess, These principles were the results 
of their propounders' introspective analyses of their own methods of working. 
In present-day chess technology it is difficult to tease apart the psychological 
from the purely A1 components. 

Clowes' ('73) timely attempt to proselytize A! to a rather powerful subset 
of p;ychology takes th is one stage further. His argument was based partly on 
the historical priority of psyinoiogy. What, h e  asked, was ihe point of 
continually rediscovering the wheel? 
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In contrast with both Clowes and Newell, this paper has argued neither that 
"ps)~chology proposes but Al dispr%p;esU or its reverse, but that the two 
disciplines may best be developedtagether. 
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Abstract 

A program is described which carries on a dialogue with the operator, 
accepting English statements and questions, noting the statements and 
answering the questions. A method is described for representing negative 
information. The program goes beyond previous question-abswering systems 
in that new information can be given in English even where this entails 
selectively removing older information. Universal and existential 
'quantifiers' and negation may be used in both statements and questions. 
The treatment of the quantifiers is outlined. The program uses POPLER 
1.5, a PLANNER-Pike system. 

Ke y-words 

Natural Language, PLANNER, Negation, Quantifiera, Question-answering, 
Procedures. 

Introduction 

This paper concerns a Natural-language question-answering program 

which will accept new information in English as well as answering 

questions. The program uses POPLER 1.5 (Davies 19731, a PLANNER-like 

system, rather than predicate logic; methods are presented for 

(i) representing negative information such as in (1) and (2); 

John doesn't own that house. (1) 

No-one ate any apples. (2) 

and 

(ii) removing or 'forgetting' old items of information which conflict 

with new statements. 

These methods depend on the use of "self-erasing procedures". The 

relationships between negation and universal and existential quantifiers 

will be outlined. 

The program can be given new information by typing in a suitatle 

English indicative sentence, and the inforaation will then be used in 

acswering subsequent questions to vhick it is relevant. R particular 

problem arises when such a statement contradicts information stored 

previously: the out-of-date information must be removed. This problem 

is exceedingly difficult to solve in a aystem based on the storing of 

predicate calculus formulas. Inconsistencies muat be avoided; however 
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it is generally hard to know which formulas to remove when a new formula 

is added, particularly when quantifiers are involved. So far, no system 

based on predicate calculus has demonstrated a solution to this, and that 

is an important reason for using a PLANPIER-like system. 

In a PLANNER-like system, propositional information can be 

represented by two different methods. First, a list-constant 'assertion' 

can be stored in the 'data-base'; this method is suitable for 'atomic 

facts' which do not contain any quantifiers or variables, e.g. [IN COW1 

FIELD?] .  Secondly, information can be represented by procedures - 
programs called through pattern matching. A procedure has a pattern 

as well as its =of program. In appropriate circumstances, procedures 

are called and their bodies run; the procedures called are those whose 

patterns 'match' a given 'target pattern' item. Before any procedure is 

used, it has to be 'asserted', telling the calling mechanism that it is 

available for use. It is possible subsequently to 'erase' the procedure 

withdrawing it from use again. 

Two main types of procedure are used in the program: asserting 

and infer procedures. Asserting procedures are called with the function 

draw, which may be read as "draw conclusions from ...". Draw is applied - 
to an item (which represents a proposition) and calls all asserting 

procedures whose patterns match that item. One call of draw may cause 
several procedures to he called. 

Infer procedures are called with the system function infer, which 
also takes an argument item which represents a proposition; infer will 
try to infer the proposition's truth. Infer calls an infer procedure 
whose pattern matches the item; if several such procedures are available 

then only one is called. If, however, a back-tracking 'failure' backs 

up, then infer calls another procedure instead if there is one. 
The operator maintains a dialogue with the program by typing English 

statements and questions on a teletype, and the program responds to each 

one in turn. The program is of interest as e (very incomp1e:e) model of 

a 'hearer' of English, not of a 'speaker', and the program's responses ere 

stereotyped. A typical dialogue is shorn in Figure 2; the marginal 

cotes will be explained later. The operator may use negatior. and 

'quantifier' words in his questions and stateuents; this covers the 

words: each, every, any, all, some, a, an, not, there is, no-one, 

something, etc. Collective uses ( " I  paid £500 for all- those cows"), 

cardinals ("Five sheep were stolen") nnd "many'' and "fewa." are not handled. 

The domain of discourse is very limited in subject w h t t e r .  A 



nuii~ber oi people own various sanimals and keep them in varPous fields. 

Certain facts are knom to the program beforehand, but its 'beliefs' will 

change in accordance with what it is told. The program demonstrates some 

'understanding' of negation LIB@ the quantifiers, but it is not a detailed 

model for the concepts of ownership and place. 

The program is based on the principles put forward by Davies and 

Isard (1971) for a model of a hearer. The response to any utterance 

takes place in two stages as sbovn in Figure 1. The utterance is first 

'compiled' into a piece of program which represents the (cognitive) 

meaning of the utterance. That is, if the hearer then runs this piece of 
program he ail1 respond appropriately. For instance, a statement 

'compiles' into a program to store the information (and erase out-of-date 

information). A question 'compiles' into a program which, if run, will 

compute and print a suitable reply. This 'compilation' of the utterance 

may be regarded as 'understanding' it. The program then goes on to run 
the compiled utterance, thus producing a response. There are no 

interesting peripherals available to the program, so there is no provision 

for responding to imperatives (e.g. "Shut the door"). In what follows, 

we shall not examine the 'compilation' process in detail but will look at 

the programs which various types of utterance compile into. 

Simple Assertions 

The simple assertion (3) compiles into the program (4). 

Cowl belongs to Brown. 

(ACKNLDGE (DRAW [BELONG COW1 BROWN])) 

This program looks like a mixture of LISP and POP-2. Parentheses mean a 

function call in LISP format, while square brackets meas a list as in 

POP-2. Every statement compiles into a program of the form (ACKhLDGE 

(DRAW list)) where list represents the proposition. 

When ( 4 )  is run, is applied to the given list and :as described 

earlier) calls asserting procedures whose patterns match it. Draw 
returns some result, and the function acknldge is applied to it, Actually, 

all the work is done by the procedures, and acknldge merely prints "OK". 

In ( 4 )  the argument of drau is a 'simple fact' and there are tnc standarc 
jrocedures to be run. The procedure ASSTIXFO is called for any 'simple 

fact' and inserts it into the data-base. The procedure BELOKG1 is speciflc 

to assertiRnS about BELONG; 1% checks (in this case) whether COW1 belonged 

to someone other than Brown, and if so removes the out-of-date informatiox. 

It  may be that will also call one or more other esserting procedures 



utilch have been created bq previous statements 

Other statements are handled in a generally similar way; draw is 
applied to a list which represents the information, and calls procedures. 

There are different standard procedures for all the various types of 

statements (negations, existentials, etc). 

Simple Yes-No Questions 

A Yes-No question compiles into a program closely related to that 

for the corresponding statement. For example, (5) 'compiles' into (6): 

Does couxl belong to Brown? 

(ANSWER (YESNO [BELONG COW1 BROWN])) 

The progrm (6) differs from (4) only in the two functions called. Yesno 
is a function which takes a list representing a proposition, and looks to 

see whether (on the basis of the stored information) it is true, false, or 

undecidable. It returns true, false or undef as its result, and the 
function answer prints a suitable reply. 

Yesno first tries to establish the truth of the proposition by using - 
the function deduce. Deduce takes the list and looks in the data-base to 

see whether it is a 'simple fact' which has already been recorded there. 

If that fails, deduce calls infer to see whether there is an infer proced- 
ure which will establish the truth of the proposition. If deduce succeeds 

then yesno returns true. 
If deduce fails, then y e s n ~  has to discover whether the proposition 

is refutable. The method adopted for doing this in most question-answer- 

ing systems is to try to 'prove' (i.e. deduce) its negation. In this 

system, however, we capitalise on the fact that new information can be 

added and that inconsistent old information is thereupon removed. That is, 

yesno applies to its argument, and watches to see ahether this entails 

erasirg any piece of inforaation. If arything bas to be erased then the 

given propasitioc is inconsistrct with the available information, so 

returns false. If nothing was erased then yesno returns since the 

questioc is undecidatle. This application of by is done in 

'Sceptlcsl h!oda', uhict neanc that ac )  at:enp: to erase somerhing will 

ilurediately be spotted (causlng execrtlon of drak l o  be terminated), and -- 
rhat in any c a s e  all side-effects of the $= rill he undone after~ards. 

For example, suppose that (3) t,as already b e a n  typed lr., and ue nos 

ash ( 5 ) .  D e a ~ c c  wlll f l n d  r E i L O 1 h C  C:h' PP-WIJ !  11 the data-tase, so 
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yesnc r e t u r n s  true and t h e  r e p l y  is  "Yes". On t h e  o t h e r  hand, suppose 

t h a t  w e  ask  ( 7 )  which "compiles' i n t o  (8): 

Does Williams own cowl? 

(ANSWER (YESNO [BELONG COW1 W I L L I A M S ] ) )  

Yesno t r i e s  deduce f i r s t ,  b u t  t h a t  w i l l  f a i l ;  t h e  given list is  n o t  i n  

t h e  da ta -base ,  and no procedure w i l l  be  a b l e  t o  i n f e r  i t .  Therefore  draw 
is  a p p l i e d  t o  t h e  l i s t  i n  S c e p t i c a l  Yode. Drav o p e r a t e s  a s  u s u a l  f o r  a  

s imple  f a c t ,  c a l l i n g  ASSTINXI and BELONG1 i n  t h i s  c a s e .  BELONG1 w i l l  now 

f i n d  t h a t  [BELONG COW? BROWN] i s  recorded  i n  t h e  data-base,  and t h e r e f o r e  

e r a s e s  i t .  Since  t h i s  is dope i n  S c e p t i c a l  Mode, t h e  e r a s u r e  is ' t r a p p e d ' ,  

t h e  e f f e c t s  of t h e  a r e  m o n e  a g a i n ,  and yesno e x i t s  wi th  r e s u l t  

f a l s e .  - 
Let us now c o n s i d e r  t h e  t r e a t m e n t  o f  a  s imple d e n i a l  such a s  ( 9 ) ,  

which compiles i n t o  (10):  

Cow3 does n o t  belong t o  Brown. 

(ACKNLDGE (DRAW [NOT CBELONG COW3 BROWN]]) )  

When (10) i s  r u n ,  t h e  s t a n d a r d  procedure  DENYFACT is c a l l e d ,  which s p e c i a l -  

i s e s  i n  d e n i a l s  of s imple  f a c t s .  This  procedure  f i r s t  e r a s e s  t h e  l i s t  

CBELONG COW3 BROWN] from t h e  data-base i f  necessary .  However, t h i s  i s  

n o t  s u f f i c i e n t ,  because yesno would now merely r e t u r n  undef i f  a p p l i e d  t o  

t h a t  l i s t .  DENYFACT t h e r e f o r e  a l s o  c r e a t e s  (and a s s e r t s )  a  new a s s e r t i n g  

procedure (11) which r e p r e s e n t s  t h e  s p e c i f i c  d e n i a l .  

(PLAMBDA ASSERTING 1 1  [BELONG COW3 BROWN1 (ERASEA (FRAMEDATA 1) ) )  (11) 

This  procedure has  p a t t e r n  [BELONG COW3 BROWN] s o  i t  w i l l  be c a l l e d  i f  

draw is a p p l i e d  t o  t h a t  l i s t .  When it i s  c a l l e d ,  i t s  only e f f e c t  i s  t o  

e r a s e  i t s e l f  from t h e  index  of procedures  i n  use .  (The express ion  

(FRAMEDATA 1) w i l l  e v a l u a t e  t o  t h e  procedure i t s e l f  a t  run-t ime.)  

I f  we now a s k  t h e  q u e s t i o n  ( 1 2 ) ,  which compiles i n t o  ( 1 3 ) ,  

Does Brown own cow3? 

(ANSWER (YESNO [BELONG COW3 6ROWNl ) )  

yesno w i l l  t r y  deduce f i r s t  a s  u s u a l .  A s  i n  t h e  prev ious  c a s e ,  deduce 

w i l l  f a i l ,  because Brown does n o t  own cow3. Once a g a i n ,  yesno then  

a p p l i e s  draw t o  i t s  argument, i n  S c e p t i c a l  h5ode. As we hsve j u s t  renarked ,  

draw w i l l  now c a l l  procedure ( X I ) ,  which e r a s e s  i t s e l f .  This  e r a s u r e  i s  

' t r a p p e d '  i n  s c e p t i c a l  mode, s o  yesno f i n a l l y  r e t u r n s  false a g a i n ,  which 

i s  c o r r e c t .  

On t h e  o t h e r  hand, if,$we subsequent ly  s t a t e  " B r o ~ n  owns cow3", then 

draw i s  a p p l i e d  t o  t h e  same list, but no t  i n  S c e p t i c n l  Mode t h i s  t ime.  - 



D.J.Y. Davies 

Procedure (11) is called, and erases itself; it will have no further 

effect. It can he seen that procedure (11) represents the meaning of 

the denial (9) in a very direct manner. 

Figure 3 sumarises the treatment of the various quantifiers by 

draw and deduce. Each of the various actions is implemented by means - 
of a "specialist" procedure; the whole system is recursive (with the 

exception of IFANY statements), permitting complicated propositions to 

be handled. 

It can be seen from Figure 3 that there are three quantifiers, 

THEREIS, FORALL, and IFANY, not two as in predicate logic. THEREIS is 

the existential quantifier, while FORALL and IFANY are distinct universal 

quantifiers; this distinction arises because propositions may change 

in truth value as the dialogue progresses. Each type of quantifier binds 

a variable, of a specific m, over a 'matrix'. PORALL claims that the 

matrix is true for all individuals of a given type, at the time of the 

utterances (all utterances are in the present tense). IFANY goes further, 

claiming that the matrix will remain true of all such individuals for all 

future time (until a later statement explicitly rejects this again). 

For example "Every one of my friends takes drugs" applies to my friends 

now (and presupposes that I have at least one); it is a FORALL statement. - 
In contrast, "Anybody caught trespassing will he prosecuted" is an IFANY 

statement, applying on future occasions (but not presupposing that 

anybody will get caught). 

A FORALL statement can be 'run' by checking off all the relevant 

individuals in turn, asserting the matrix of each. This usually reduces 

to a series of simple facts or simple denials. An IFANS statement, 

however, also requires the creation of one or more procedures, depending 

on the structure of the matrix. The procedures represent the meaning of 

the statement as a rule of inference, permitting it to be used in 

changed situations and about newly introduced individuals. The procedures 

depend on the structure of the matrix. Each separate structure requires 

different treatment, and consequentig only a limited variety can be 

handled. 

In general, the words every and each translate Into FORALL, wbile 
all translates into IFAhll. (Collective uses are not yet handled.) 

& also translatea into IFANY in some contexts, but becomes WEREIS 
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in questions and negative -texts, and in the antecedent of another 

universal quantifier. 'Defhlte' constructions such as "any of the . . . "  
become FORALL. This schema ZoPlows Vendler (2967) and Johnson-Laird 

(1970). 

Consider, for exg~ople, tlae statement (14) which compiles into (15). 

Any cow in field1 belongs to Brown. (14) 

(ACKNLDGE (DRAW "KIFANY [(CQWI V11 

CIWPLIES [IN f*V1 FIELD] [BELONG f*V1 BROWNIII)) 

(15)  

When (15) is run, draw calls the appropriate specialist procedure which 
creates (and asserts) two new procedures. These new procedures will 

read thus (slightly simplified): 

&= 

(PLAMBDA INFER [[(COW) VIII [BELONG f*V1 BROWN] 

(DEDUCE [IN f*V1 FIELD111 

(DRAW [BELONG f*V1 BROWN])) 

and 

(PLAMBDA ASSERTING [[(COW) VIII [NOT [BELONG f*V1 BROWN11 

(COND [(HASRICC (DEDUCE [IN f*V1 FIELD?])) 

(ERASEA procl 

(ERASEA (FRAMEDATA I))] 
[ELSE (DRAW INOT [IN f*V1 FIELDIII) 1)) (17) 

The first procedure (16) permits one to infer that a cow belongs to 

Brown if it can be deduced to be in fieldl. Whenever this inference is 

made, the conclusion is also put into the data-base to avoid having to 

repeat the computation. The other procedure is triggered by a denial 

that Brown owns a certain cow, and normally draws the conclusion that the 

cow concerned is not in fieldl. The complication is required because it 

must be possible to erase these two procedures again. This is done by 

stating 'in one breath' that some cow is in fieldl but is not owned by 
Brown. When (17) is triggered by a denial that Brown ouns a certain cow, 

it checks whether that cow is known to be in fieldl by virtue of the 

current utterance (hasricc does this). If so, then the two procedures 

are erased since the asserted conjunction is inconsistent with the I F A n  

statement. 

It can be seen from Figure 3 that the negation of a universal is 

an existential, and vice versa. This is in accordance with predicate 

logic. The negation of (14) will be converted to the existential (la), 

by virtue of the rule for negating IMPLIES. 
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[THEREIS [(COW) V11 [AND IIM E*V1 FIELD11 [NOT BELONG f*Vl BROWNll1~ (18) 

))"hen a THEREIS list is supplied t o e ,  the specialist procedure 

concerned first tries to deduce it, which is done by looking for any 

instance. If no individual already satisfies the matrix, then an 

'arbitrary' individual of the given type is hypothesised nnd the matrix 

asserted of it. This will, for example, serve to erase the procedures 

(16) and (17), and to permit TBEREIS to be subsequently deduced. 

However this technique is unsatisfactory; perhaps the system should 

ask the operator which individual is bnvolved. A similar problem arises 

with statements involving cardinals, e.g. "Brown owns five animals". 

In a statement, the negation of THEREIS becomes IFANY (rather 

than FORALL). This means that a procedure will be created. For 

example, "BTOM doesn't o m  any animals" gives rise to the procedure 

(19), which is self-erasing rather like (11). 

(PLAMBDA ASSERTING [[(ANIMAL) VZll [BELONG f*V2 BROWN1 

(ERASEA (FRAMEDATA 1 ) ) )  (19) 

On the other hand, in deduce the negation of THEREIS becomes FORALL. To 

answer "Who does not own anything?" the system looks for people with 

no known possessions, rather than for people who are explicitly known 

not to have possessions. 

Relationship to Previous Work 

The main previous attempt to translate English into a PLANNER-like 

language is Winograd's system (1972). Winograd's system provided only 

limited scope for the operator to tell the program things; on the 

whole, the BLOCKS program knows most things already. It was possible 

to tell that program who "owned" various blocks, and subsequently to 

ask questions. However, his treatment of denials was not entirely 

satisfactory. Waen something was denied, an infer procedure (in our 
terminology) was created which is triggered by the attempt to infer 

the proposition denied; the procedure makes it its business to ensure 

that the false proposition cannot be inferred. The trouble with this is 

that no distinction is dram between t h e  answers "KO" end "Dunno" to a 

yes-co question. 

The treatment of "quantifiers" described here is tssed primarily on 

Vendier's (1967) account, but has obvious affinities with predicate logic. 
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ACTION 
in POPLER 1.5 Store information 

or answer question. 

Figure 1. Response to an Utterance 
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Sceptical; i t m i  being erased. 

IFANY inference. 

: Sheep4 belongs t o  Brown. 

OK 

: Does W i l l i a ~ i r  own sheeprl? 

I B E L I E V E  [BELONG SHEEP4 BROWN1 

NO 

: Willains owns a l l  animals i n  f i e ld2 .  

OK 

: Sheep4 is i n  f i e l d 2 .  

0 K 

: Who owns sheep4? 

THE ANSWER I S :  WILL IAMS 

: I s  every cow i n  f i e l d 2  the  property of 

Williams? 

[NO (COW) WHICH [ I N  t * V 3  F I E L D 2 1 1  

YES 

: I s  each sheep i n  f i e l d 2  owned by RTilliams? 

YES 

: Does any sheep i n  f i e l d 2  belong t o  Brown? 

I BELIEVE PROCEDURE (PLAMBDA INFER ... ) 
NO 

: There i s  a cow i n  f i e l d 2  which i s  owned by 

Brown. 

OK 

: Do a l l  t h e  sheep i n  f i e l d 2  belong t o  

Williams? 

YES 

: Do a l l  sheep i n  f i e l d 2  belong t o  Williams? 

DUNNO 

The inference has been d e .  

FORALL question. 

No referents. 

THEREIS question. 

Sceptical; procedure erased. 

Procedures erased now. 

FORALL question. 

IFANY question. 

Figure 2 .  A Sample Dialogue 
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UNDERSTANDING SINPLE PICTURE PROGRAMS 

I r a  P. f o l d s t e i n  
A r t i f i c i a l  I n t e l l i g e n c e  L a b o r a t o r y  

Hassachuset ts  I n s t i t u t e  o f  Technology 
Cambridge, Hassachusetts 02139 

A b s t r a c t  

A  c o l l e c t i o n  o f  power fu l  i deas- -descr ip t ion ,  p l a n s ,  l i n e a r i t y ,  
I n s e r t i o n s ,  g l o b a l  knowledge and i m p e r a t i v e  semant i cs - -a re  e x p l o r e d  
w h i c h  a r e  fundamental  t o  debugging s k i l l .  To make t h e s e  c o n c e p t s  
p r e c i s e ,  a computer m o n i t o r  c a l l e d  MYCROFT i s  d e s c r i b e d  t h a t  can  debug 
e l e m e n t a r y  programs f o r  drawing p i c t u r e s .  The programs a r e  t h o s e  
w r i t t e n  f o r  LOGO t u r t l e s .  

Keywords:  debugging, program w r i t i n g ,  p lann ing ,  l i n e a r i t y  

1. I n t r o d u c t i o n  

T h i s  paper r e p o r t s  on p rogress  i n  t h e  development o f  a  m o n i t o r  f o r  
debugg ing  e lementa ry  programs. Such research  i s  i m p o r t a n t  b o t h  f o r  
i t s  p r a c t i c a l  applications as w e l l  as f o r  i t s  i n v e s t i g a t i o n  o f  
c o n c e p t s  wh ich  a r e  fundamental t o  programming s k i l l .  A  computer  
m o n i t o r  c a l l e d  MYCROFT has been designed t h a t  can r e p a i r  s i m p l e  
p rograms f o r  d raw ing  p i c t u r e s  [ G o l d s t e i n  19741. The reasons  t o  
d e v e l o p  such m o n i t o r s  a re :  

1. t o  p r o v i d e  a  more p r e c i s e  unders tand ing  o f  t h e  
fundamentals  o f  programming; 

2 .  t o  f a c i l i t a t e  t h e  development o f  machines capab le  o f  
debugging and expanding upon t h e  programs g i v e n  them b y  
humans; and 

3 .  t o  produce i n s i g h t  i n t o  t h e  problem s o l v i n g  p rocess  s o  
t h a t  i t  c8n be descr ibed  more c o n s t r u c t i v e l y  t o  
s t u d e n t s .  

MYCROFT i s  in tended  t o  supply occas iona l  adv ice  t o  a  s t u d e n t  t o  
a i d  i n  debugging o f  programs t h a t  go awry. ( J u s t  as t h e  s y s t e m ' s  
namesake, M y c r o f t  Holmes, o c c a s i o n a l l y  s u p p l i e d  adv ice  t o  h i s  younger  
b r o t h e r  S h e r l o c k  on p a r t i c u l a r l y  d i f f i c u l t  cases.)  In t h i s  
i n t e r a c t i o n ,  t h e  user  s u p p l i e s  s tatements t h a t  d e s c r i b e  a s p e c t s  o f  t h e  
i n t e n d e d  p i c t u r e  and p l a n ,  and 'the system f i l l s  i n  d e t a i l s  o f  t h i s  
commentary, d iagnoses bugs and suggests c o r r e c t i o n s .  I n  t h i s  paper .  
however.  I s h a l l  n o t  emphasize t h i s  i n t e r a c t i v e  r o l e .  I n s t e a d ,  my 
p r i m a r y  purpose w i l l  be t o  descr ibe  MYCROFT as  a model o f  t h e  
debugg ing  p rocess .  Th is  i s  reasonable s i n c e  RYCROFT6s u t l l ! t y  as an 
a d v i s o r  stems d i r e c t l y  from I t s  unders tand ing  o f  debugging s k i l l .  

MYCROFT i s  a b l e  t o  c o r r e c t  the  programs r e s p o n s i b l e  f o r  t h e  bugged 
p i c t u r e s  shown i n  f i g u r e s  2, 3, 4 and 5 so t h a t  t h e  i n t e n d e d  p i c t u r e s  
a r e  ach ieved .  I n  t h i s  paper, t h e  debugging OF f i g u r e  2,  a  t y p i c a l  
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example, will be thoroughly explained. Figures 3, 4 and 5 are 
corrected in analogous ways: see [Goldstein 19741 for details. 

Intended MAN 

FIGURE 1 

Picture drawn by NAPOLEON 

FIGURE 2 

Picture drawn by 
INTENDED TREE bugged TREE program 

FIGURE 3 



Picture drawn by bugged WISHINGWELL 
Intended WISHINGWELL . program 

FIGURE 4 

Intended 
FACEMAN 

Picture drawn by bugged 
FACEWN program 

FIGLIRE 5 



G o l d s t e l n  

These p i c t u r e s  are drawn by program manipulat ion o f  a  g raph i cs  
dev i ce  c a l l e d  the  t u r t l e  wh.ich has a  pe? t h a t  can leave a  t r a c k  a l o n g  
t h e  t u r t l e ' s  path. Tu r t l es  p l a y  an important r o l e  i n  t he  LOGO 
environment where ch i l d ran  learn  problem so l v i ng  and mathematics b y  
programming d i sp lay  t u r t l e s ,  phys ica l  t u r t l e s  w i t h  va r i ous  sensors. 
and music boxes [Papert 19721. Tur t l e  programs have proven t o  be an 
e x c e l l e n t  s t a r t i n g  p o i n t  fw teaching p rog ram ing  t o  c h i l d r e n  o f  a l l  
ages, and the re fo re  provlde a reasonable i n i t i a l  problem domain f o r  
b u i l d i n g  a  program understaodfng system. 

The con tex t  o f  MYCROFT's a c t i v i t y  i s  the i n t e r a c t i o n  o f  t h r e e  
k i n d s  o f  desc r i p t i on :  g raph ice l  (1.e. the p i c t u r e  a c t u a l l y  drawn), 
p rocedura l  ( t h e  t u r t l e  program used t o  generate the  p i c t u r e )  and 
p r e d i c a t i v e  ( t h e  c o l l e c t i o n  o f  statements used t o  descr ibe  the  d e s i r e d  
scene). For MYCROFT, debugging i s  making the procedural  d e s c r i p t i o n  
produce a  graph ica l  r e s u l t  t h a t  s a t i s f i e s  the  s e t  o f  p red i ca tes  
d e s c r i b i n g  i n t e n t .  Thus, debugging here 1s a process t h a t  medla tes  
between d i f f e r e n t  representat ions o f  the  same ob jec t .  

2. F lowchar t  o f  the  System 

The o rgan i za t i on  o f  the  monitor system i s  i l l u s t r a t e d  i n  f i g u r e  6. 
I n p u t  t o  MYCROFT cons is ts  o f  the user 's programs and a  m- o f  t h e  
in tended outcome. For the  graphics world, the model i s  a  c o n j u n c t i o n  
o f  geometr ic pred ica tes  descr ib ing  important p rope r t i es  o f  t h e  
in tended p i c t u r e .  MYCROFT then analyzes the program, b u i l d i n g  b o t h  a  
Ca r tes ian  annotat ion o f  the  p i c t u r e  t h a t  i s  a c t u a l l y  drawn and a  plan 
e x p l a i n i n g  the  r e l a t i o n s h i p  between the program and model. (Any o r  
a l l  o f  t he  p lan  can be suppl ied d i r e c t l y  by the  user,  thereby 
s i m p l i f y i n g  MYCROFT's task.)  

The nex t  step i s  f o r  the system t o  i n t e r p r e t  the  program's 
performance i n  terms o f  the model and produce a  desc r i p t i on  o f  t h e  
d iscrepanc ies .  These discrepancies are expressed as a  l i s t  o f  t h e  
v i o l a t e d  model statements. Thb task i s  then f o r  t he  debugger t o  
r e p a i r  each v i o l a t i o n .  The f i n a l  output i s  an ed i t ed  t u r t l e  program 
( w i t h  copious commentary) which s a t i s f i e s  the model. (Occas iona l l y ,  
t h e  p l a n  t h a t  MYCROFT hypothesizes requ i res  implaus ib le  r e p a i r s - - f o r  
example, major de le t i ons  o f  user code- - resu l t ing  i n  the  debugger 
ask ing t h e  p lan - f i nde r  f o r  a new p lan. )  

The remainder o f  t h i s  paper introduces MYCROFT by d e s c r i b i n g  t h e  
debugging o f  NAPOLEON ( f i g u r e  2 )  and discussing some impor tant  ideas 
about t he  nature  o f  plans. For a  discussion o f  the  o ther  modules 
shown i n  the  f lowchar t ,  see [Goldstein 19741. 

3 .  P i c t u r e  Models - -- - 

To judge the success o f  a  program, MYCROFT requ i res  as i n p u t  from 
the  user a  desc r i p t i on  o f  I n t e n t .  A dec la ra t i ve  language has been 
designed t o  de f i ne  p i c t u r e  models. These models spec i f y  impor tan t  
p r o p e r t i e s  o f  the desired f i n a l  outcome wi thout  i n d i c a t i n g  t he  d e t a i l s  
o f  t he  drawing process. The p r i m i t i v e s  o f  the model language a r e  
geometr ic pred ica tes  f o r  such proper t ies  as connec t i v i t y ,  r e l a t i v e  
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p o s i t i o n ,  l eng th  aasd IocatSm.  The fo l l ow ing  models are  typical o r  
those t h a t  t he  user ~ f g h t  prov lde t o  descr ibe f i g u r e  1. 

NOBEL HAW 
P t l  PARTS HEAD BODY ARMS LEGS 
M2 EQUITRI HEAD 
M 3  LINE BODY 
M4 W ARMS. V LEGS 
M5 CONNECTED HEAD BODY, mNHECTED BODY ARi'lS, COQlnECTED BODY LEGS 
H6 BELOW LEGS ARBS, BELOW MHS HEAD 
END 

MODEL V 
M1 PARTS L I  L2 
M2 LINE L l ,  LINE L2 
M3 CONNECTED L1 L2 (VIA EIZDPOINTS) 
END 

MODEL EQUITRI 
M l  PARTS (SIDE 3 )  (ROTATION 3) 
HZ FOR-EACH SIDE ( =  (LENGTH SIDE) 100) 
M3 FOR-EACH ROTATION ( 8  (DEGREES ROTATION) 120) 
M4 RING CONNECTED SIDE 
END 

The MAN and V models are underdetermined: they do no t  descr ibe ,  
f o r  example, t he  ac tua l  s i ze  o f  the p ic tures .  The user has l a t i t u d e  
i n  h i s  d e s c r i p t i o n  o f  i n t e n t  because MYCROFT i s  designed o n l y  t o  debug 
programs t h a t  are  a lnos t  cor rec t .  Therefore, no t  on l y  t he  model, b u t  
a l s o  t h e  p i c t u r e  drawn by the program and the d e f l n l t i o n  o f  t h e  
procedure p rov ide  c lues t o  t he  purpose o f  the program. 

4. The NAPOLEON Example 

MYCROFT i s  designed t o  r e p a i r  a simple c lass  o f  procedures c a l l e d  
F i x e d - I n s t r u c t i o n  Programs. These are procedures i n  which t h e  
p r i m i t i v e s  a r e  r e s t r i c t e d  t o  constant inputs.  Sub-procedures a r e  
a l lowed;  however, no cond i t iona ls ,  var iab les ,  recurs ions o r  i t e r a t i o n s  
a r e  pe rm i t t ed .  Given below are  the three programs which drew f i g u r e  
2--NAPOLEON. VEE, and TRICORN. The "<-. commentary i s  c a l l e d  t h e  p l a n  
and was generated by MYCROFT t o  l i n k  the p i c t u r e  models--RAN, V a n d  
EQUITRI--to the  programs. 

TO NAPOLEON < -  (accomplish man) 
10 VEE < -  (accomplish legs)  
20 FORWARD 100 < -  (accomplish (p iece 1 body)) 
30 VEE < -  ( i n s e r t  arms body) 
40 FORWARD 100 < -  (accomplish (p iece 2 body) )  
50 LEFT 90 < -  (setup heading ( f o r  head))  
60 TRICORN < -  (accomplish head) 
END 



TO VEE <- (accampllsh v) 
10 RIGHT 45 <-  (setup headlng Zw 11) 
20 BACK 100 <- (accorcrpllsh 11) 
30 FORWARD 190 <-  ( r e t race  11) 
40 LEFT 90 <- (setup heading f o r  12) 
50 BACK 100 <-  ( accmp l t sh  12) 
60  FORWARD 100 <- ( re t race  12) 
END 

TO TRICORW 
10 FORWARD 50 
20 RIGHT 90 
30 FORWARD 100 
40 RIGHT 90 
50 FORWARD 100 
60 RIGHT 90 
70 FORWARD 50 
END 

<-  (acccmplish e q u i t r i  ) 
<-  (accomplfsh (p lece 1 ( s l d e  1))) 
<- (accompllsh ( r o t a t i o n  1)) 
<-  (accomplish ( s i d e  2 ) )  
< -  (accomplish ( r o t a t i o n  2 ) )  
<-  (accomplish ( s i de  3 ) )  
<-  (accompltsh ( r o t a t i o n  3 ) )  
<-  (accomplish (p iece 2 ( s i d e  1 ) ) )  

The t u r t l e  command FORWARD moves the t u r t l e  i n  the  d i r e c t i o n  t h a t  
i t  i s  c u r r e n t l y  pointed: RIGHT ro ta tes  the t u r t l e  c lockwlse around i t s  
a x i s .  A complete desc r i p t i on  o f  LO60 can be round I n  [Abelson 19743, 
b u t  i s  n o t  needed here. 

A Car tes ian representat ion o f  the p i c t u r e  i s  generated by  an 
annota tor  t h a t  describes the performance o f  t u r t l e  programs. The p l a n  
i s  used t o  b ind  sub-pictures t o  model pa r t s .  This a l lows BYCROFT t o  
i n t e r p r e t  programs w i t h  respect t o  t h e i r  models and produce l f s t s  o f  
v i o l a t e d  model statements. BYCROFT produces the f o l l o w i n g  l i s t  o f  
d iscrepanc ies  f o r  NAPOLEON: 

(NOT (L INE BODY)) ;The body i s  no t  a l i n e .  
(NOT (BELOW LEGS ARMS)) ;The legs are no t  below the  arms. 
(NOT (BELOW ARMS HEAD)) ;The arms are not  below the  head. 
(NOT (EQUITRI TRICORH)) ;The head i s  not  en e q u i l a t e r a l  

t r i a n g l e .  

MYCROFT i s  ab le  t o  co r rec t  these bugs and achieve the in tended p i c t u r e  
u s i n g  bo th  p lenn ing and debugging knowledge. 

5 .  Plans - -. 

T h ~ s  sec t i on  introduces a vocabulary Bor talkrng about the  
s t r u c t u r e  o r  a procedure which i s  usefu l  f o r  understanding bo th  t h e  
design and debugging o f  programs. A m n w ~ %  i s  de f ined as t h e  code 
r e q u ~ r e d  t o  achieve a p a r t ~ c u l ~ r  sub-goal (sub-glctuse). A 
p_reparatory-step consfsts oT code needed t o  setup, cleanup o r  
i n t e r f a c e  between main-steps. Thus, from t h l s  D o t o &  o r  v l e w ,  a 
program ? s  understood as a sequonce oF nain-steps and p repa ra to ry -  
s teps.  A s ~ n d i a r  porn t  o r  view i s  found i n  [Sussman aQi.31. The p l a n  
consasts o f  the  purposes l ~ n k i n p  main- and pregarntory-steps t o  t h e  
model: I n  the  t u r t l e  worid, the purpose o f  main-steps i s  t o  a c c o m p l i h  
(draw)  p a r t s  o f  the modal; and the pirrpose o f  p rcgara tory-s teps 1s t o  
p r o p e r l y  KUJ or  cleanup the t u r t l e  s ta te  betnoan wa.i?-steps or,  
perheps, t o  re t race  over some previous vec to r .  



A modular maln-step i s  a sequence oP conttguous code in tended t o  
accompl ish a particular gaal. This i s  as opposed t o  an i n t e r r u p t e d  
main-s tep whose code i s  scat tered i n  pieces throughout the  program. 
I n  HAPOLEON, t h e  main-steps f o r  the legs, arms and head a r e  nodu la r ;  
however, t h o  code Tor t h s  h d y  i s  I n te r rup ted  by t he  Insertion o f  t h e  
code f o r  arms. The u e i l l g  o f  making t h i s  d f s t l n c t i o n  i s  t h a t  aodu la r  
main-steps can o f t e n  be daugped I n  p r i v a t e  ( i .a .  by be ing r u n  
independent ly  o f  the  remfnde r  o f  the frroceoure) w h i l e  i n t e r r u p t e d  
main-steps cornon ly  f a i l  because o f  unforseen I n t e r a c t i o n s  w i t h  t h e  
i n t e r l e a v e d  code associated w i t h  other steps o f  t he  plan. 

L i n e a r i t y  i s  an important deslgn s t ra tegy f o r  c r e a t i n g  programs. 
I t  has two stages. The f a r s t  i s  t o  break the task i n t o  independent 
sub-goals and design so lu t i ons  (main-steps) f o r  each. The second i s  
then t o  combine these main-steps i n t o  a s i ng le  procedure by 
concatenat ing  them i n t o  some sequence, adding (where necessary) 
p repa ra to ry -s teps  t o  prov ide proper i n te r fac ing .  The v i r t u e  o f  t h i s  
approach i s  t h a t  i t  d l v i des  the problem i n t o  manageable sub-problems. 
A disadvantage i s  t h a t  occasional ly there  may be c o n s t r a i n t s  on t h e  
des ign o f  some main-step which are not  recognized when t h a t  s tep  15 
designed independent ly o f  the  remainder o f  the  problem. Another 
disadvantage i s  t h a t  l i n e a r  design can f a i l  t o  recognize o p p o r t u n i t i e s  
f o r  s u b - r o u t i n i z i n g  a segment o f  code usefu l  f o r  accompl ishing more 
than  one main-step. A l i n a a r  p lan w i l l  be def ined as a p l a n  
c o n s i s t i n g  o n l y  o f  modular rnaln-steps and prepara tory  steps: a non- 
l i n e a r  p l a n  mey inc lude i n te r rup ted  main-steps. 

6. L inea r  Debugging - -  
L i n e a r i t y  i s  a powerful concept f o r  debugging as w e l l  as f o r  

des ign ing  programs. HYCROFT pursues the f o l l o w i n g  l i n e a r  approach t o  
c o r r e c t i n g  t u r t l e  programs: the  debugger's f i r s t  goal  i s  t o  f i x  each 
main-step independent ly so t h a t  the  code s a t i s f i e s  a l l  in tended 
p r o p e r t i e s  o f  the  model p a r t  being accomplished. Fo l lowing t h i s ,  t h e  
main-steps a re  t r ea ted  as i n v i o l a t e  and r e l a t i o n s  between model p a r t s  
a r e  f i x e d  by debugging preparatory-steps. This i s  no t  t he  o n l y  
debugging technique ava i l ab le  t o  the system, bu t  i t  i s  a va luab le  one 
because i t  embodies important h e u r i s t i c s  (1) concerning the o rde r  i n  
wh ich  v i o l a t t o n s  should be repa i red and (2)  f o r  s e l e c t i n g  t h e  r e p a i r -  
p o i n t  ( l o c a t i o n  i n  the  program) a t  which the e d i t  f o r  each v i o l a t i o n  
shou ld  be attempted. 

F o l l o w i n g  t h i s  l i n e a r  approach, HYCROFT r e p a i r s  the  crooked body 
and t h e  open head o f  NAPOLEON before co r rec t i ng  the  BELOW r e l a t i o n s .  
Repa i r i ng  these p a r t s  i s  done on the bas is  o f  knowledge descr ibed i n  
t h e  n e x t  two sect ions .  Let  us assume f o r  the remainder o f  t h i s  
s e c t i o n  t h a t  these proper ty  repa i r s  have been made--NAPOLEON appears 
as i n  f i g u r e  7--and concentrate on the debugging o f  the  v i o l a t e d  
r e l a t i o n s .  

T r e a t i n g  main-steps as i n v i o l a t e  and f i x i n g  r e l a t i o n s  by modifying 
setup s teps l i m i t s  the r e p a l r  o f  (BELOW LEGS ARBS) t o  t h ree  p o s s i b l e  
r e p a i r - p o i n t s :  (1) before  the legs as statement 5, ( 2 )  be fo re  t h e  
f i r s t  p i ece  o f  the body as statement I5 and (3 )  be fore  accompl ish ing 
t h e  arms as statement 25. HYCROFT understands enough about c a u s a l i t y  
t o  know t h a t  t he re  I s  no po ln t  I n  considering e d i t s  f o l l o w f n g  t h e  
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execu t i on  o f  statement 30 t o  a f f e c t  the arms o r  legs.  The exact  
changes t o  be made are determined by imperat ive semantics f o r  t h e  
model p r i m i t i v e s .  This i s  procedural knowledge t h a t  generates, f o r  a  
g i ven  p red i ca te  and l oca t i on  i n  the program, some poss ib le  e d i t s  t h a t  
would make t r u e  the v i o l a t e d  predicate.  NYCROFT genera l l y  considers 
a l t e r n a t i v e  s t ra teg ies  f o r  cor rec t ing  a given v i o l a t i o n :  i t  p r e f e r s  
those e d i t s  which produce the most b e n e f i c i a l  s ide  e f f e c t s ,  make 
min imal  changes t o  the  user 's  code or  most c l o s e l y  s a t i s f y  t he  
a b s t r a c t  form o f  the  plan. 

For BELOW, the  imperat ive semantics d i r e c t  DEBUG t o  p lace t h e  l e g s  
below t h e  arms by adding ro ta t i ons  a t  the setup steps. More d r a s t i c  
m o d i f i c a t i o n s  t o  the user 's  code are poss ib le  such as the  a d d i t i o n  o f  
p o s i t i o n  setups which a l t e r  the topology o f  the p i c t u r e ;  however. 
MYCROFT t r i e s  t o  be gent le  t o  5he t u r t l e  program (us ing  the  heuristic 
t h a t  t he  use r ' s  code i s  probably almost co r rec t )  and cons iders  l a r g e r  
changes t o  the program only i f  the simpler e d i t s  do no t  succeed. The 
f i r s t  setup l oca t i on  considered i s  the one immediately p r i o r  t o  
accompl ishing the arms. I nse r t i ng  a  r o t a t i o n  as statement 25, 
however, does not  cor rec t  the v i o l a t i o n  and i s  t he re fo re  r e j e c t e d .  
The nex t  poss ib le  e d i t  po in t  i s  as statement 15. Here, the  a d d i t i o n  
o f  RIGHT 135 makes the legs PARTLY-BELOW the arms and produces 
f i g u r e  8.  This e d i t  i s  possible but i s  not p re fe r red  both  because t h e  
l e g s  and arms now over lap and because the legs are not  CORPLEIELY- 
BELOW t he  arms. NYCROFT i s  cautious, being p r i m a r i l y  e repairman 
r a t h e r  than a  designer. and i s  re luc tan t  t o  introduce new connect ions  
n o t  descr ibed i n  the model. Also, given a  choice, RYCROFT p r e f e r s  t h e  
most const ra ined meaning o f  the model pred ica te .  I f  the user had 
in tended f i g u r e  8, then one would expect the mudel d e s c r i p t i o n  t o  
i n c l u d e  a d d i t i o n a l  dec lara t ions  such as (CONNECTED LEGS ARNS) and 
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a f f e c t  t h e  shape o f  t he  p a r t  and consequently w l l l  probab ly  n o t  
I n t r o d u c e  new v l o i a t f o n s  i n  proper t ies  describing t h e  p a r t .  Adv ice  i s  
r e q u l r e d  f rom the  user t o  know whether sh r i nk ing  the  mouth i s  t o  be 
p r e f e r r e d  t o  expanding the head. Two more non- l lnear  debugging 
techn iques a re  discussed i n  the  next two sect ions:  one I s  based upon 
knowing t h e  abs t rac t  form o f  plans, end the  o ther  uses domain- 
dependent theorems about g loba l  e f f ec t s .  

7. I n s e r t i o n s  - -- 
I n  p rog ram ing ,  an i n t e r r u p t  i s  a  break i n  normal process ing f o r  

t h e  purpose o f  se rv i c i ng  a  surpr ise.  I n t e r r u p t s  represent  an 
impor tan t  type o f  p lan: they are a  necessary problem s o l v i n g  s t r a t e g y  
when a  process must deal w i t h  unpredictable events. Typ i ca l  
s i t u a t i o n s  where i n t e r r u p t s  prove usefu l  inc lude s e r v i c i n g  a  dynamic 
d i s p l a y ,  and a r b i t r a t i n g  the c o n f l i c t i n g  demands o f  a  t ime s h a r i n g  
system. I n  t he  r e a l  world, b i o l og i ca l  creatures must use an i n t e r r u p t  
s t y l e  o f  processing t o  deal w i t h  dangers o f  t h e i r  environment such as 
p reda to rs .  

A v e r y  s imple type o f  i n t e r r u p t  i s  one i n  which the  program 
assoc ia ted  w i t h  t he  i n t e r r u p t  i s  performed f o r  i t s  s i d e  e f f e c t s  and i s  
s ta te - t ranspa ren t ,  i .e .  the  machine i s  res tored t o  i t s  p r e - i n t e r r u p t  
s t a t e  be fo re  o rd ina ry  processing i s  resumed. As a  r e s u l t ,  t h e  main 
process never no t i ces  the  i n te r rup t i on .  I n  the  t u r t l e  wor ld ,  an 
analogous type o f  o rgan iza t ion  i s  t h a t  o f  an i nse r ted  main-step 
( i n s e r t i o n ) .  I t  n a t u r a l l y  ar ises  when the t u r t l e ,  w h i l e  accompl ish ing 
one p a r t  o f  a  model ( t h e  in ter rupted main-step), assumes an 
a p p r o p r i a t e  e n t r y  s t a t e  f o r  another p a r t  ( t h e  i n s e r t i o n ) .  An obv ious 
p l a n n i n g  s t r a t e g y  i s  t o  i n s e r t  a  sub-procedure a t  such a  p o i n t  i n  t h e  
execu t i on  o f  t he  interrupted-step. Often, the  i n s e r t i o n  w i l l  be 
s ta te - t ranspa ren t :  f o r  t u r t l e s ,  t h i s  i s  achieved by r e s t o r i n g  t h e  
heading, p o s i t i o n  and pen s ta te .  The i n s e r t i o n  o f  t he  arms i n t o  t h e  
body by  statement 30 o f  NAPOLEON i s  an example o f  a  p o s i t i o n -  and pen- 
b u t  n o t  heading- t ransparent inser t ion .  

I n s e r t i o n s  do not  share a l l  o f  the  p rope r t i es  o f  i n t e r r u p t s .  For  
example. t he  i n s e r t i o n  always occurs a t  a  f i x e d  p o i n t  i n  t he  program 
r a t h e r  then a t  some a r b i t r a r y  and unpredictable p o i n t  i n  t ime.  Nor 
does t h e  i n s e r t i o n  a l t e r  the s ta te  o f  the main process as happens i n  
an e r r o r  hand ler .  However, i f  one focusses on the  p lann ing process by 
which t h e  use r ' s  code was wr i t t en ,  then the i n s e r t i o n  as an 
I n t e r v e n t i o n  I n  accomplishing a  main-step does have the f l a v o r  o f  an 
i n t e r r u p t .  

The FINDPLAN module a ids  the debugger i n  a  second way beyond j u s t  
t h e  genera t ion  of the  plan. This i s  through the c r e a t i o n  o f  caveat  
comments t o  warn the debugger o f  suspicious code t h a t  f a f  7s t o  s a t i s f y  
expec ta t i ons  based on the abstract  form o f  the plan. I n  p a r t i c u l a r ,  
I f  FINDPLAN observes an i nse r t i on  t h a t  i s  not  t ransparent,  then t h e  
f o l l o w i n g  caveat i s  generated: 

30 VEE <- (caveat f indp lan (not  ( ro ta t i on - t ranspa ren t  i n s e r t ) ) ) .  

The non-transparent I nse r t i on  may have been i n t e n t i o n a l ,  e . g .  t h e  
p r e p a r a t i o n  f o r  the  next plece o f  the i n te r rup ted  wain-step may have 



been p laced  w i t h i n  the inser t ton .  Ths user" program may have 
prepared f a r  t he  next  najn-stop wsthin the I nse r t t on .  Hence, FIQIDPLAR 
does n o t  i m o d i a t e ' t y  a l t e m t  t o  cor rec t  the  s n ~ l l o u s  code. Only  i f  
subsequent debugging s f  s o m  m d e l  v l o l a t f o n  conf i rms t h e  caveat  4s 
t h e  code cor rec ted.  There raslll o f ten  be many possib3r c o r r e c t i o n s  f o r  
a  p a r t j c u l a r  m d e l  vfrs'latlon. The erverrt I s  u r r d  t o  1ncaeare t h e  
p l a u s i b i l i t y  o f  those e d i t s  t h a t  e l lmfnate FlHDPLb\#'s c o m l a i n t .  In 
t h i s  way, t h e  abs t rac t  form s f  the plan helps t o  gutde the  debugging. 

For NAPOLEON, ana lys ts  o f  (HOT (LINE BODY)) leads RYCROFT t o  
cons ider  ( 1 )  adding a r o t a t l o n  as statement 35 t o  a l i g n  t h e  second 
p i e c e  o f  t he  body w i t h  the  f t r s t  o r  ( 2 )  p l ac ing  t h i s  r o t a t i o n  i n t o  VEE 
as  t h e  f i n a l  statement. O rd ina r i l y ,  l l n e a r  debugging would p reven t  
t h e  l a t t e r  as i t  does not  respect the i n v l o l a b l l i t y  s f  maln-steps. 
However, i t  4s chosen here bacause o f  the  cor robora t tng compla in t  o f  
FINDPLAN. The under ly ing  c w s e  o f  the bug i s  a  main-step e r r o r  (non- 
t r anspa ren t  i n s e r t i o n )  ra the r  than a  preparatory-step F a i l u r e .  Thus, 
(DEBUG ( L I N E  BODY)) produces: 

70 RIGHT 45 < -  (setup heading such-that ( t ransparent  vee) )  

8_. Geometric Knowledge 

L i n e a r i t y ,  p repara t ion  and i n te r rup ts  are  general p rob lem-so l v j ng  
s t r a t e g i e s  f o r  o rgan iz ing  goals i n t o  programs. However, i t  i s  
impor tant  t o  remember t h a t  dwnain-dependent knowledge must be 
a v a i l a b l e  t o  a  debugging system. The system must know the  semant ics 
o f  t h e  p r i m i t i v e s  i f  i t  i s  t o  describe t h e i r  e f f e c t s .  

The debugger must a lso  have access t o  domain-dependent i n f o r m a t i o n  
t o  r e p a i r  main-steps i n  which the sub-parts must s a t i s f y  c e r t a i n  
g l o b a l  r e l a t i o n s h i p s .  For example, TRICORH has t h e  bug t h a t  t h e  
t r i a n g l e  i s  n o t  closed. Each main-step independently achieves a  s i d e  
b u t  t h e  s i des  do no t  have the proper g loba l  relationship. Debugging 
i s  s i m p l i f i e d  by the  e x p l i c i t  statement i n  the  model t h a t :  

But  suppose the  model imposed no cons t ra in t s  on the r o t a t i o n s .  Then 
t h e  des ign o f  the  r o t a t i o n s  nou ld  have t o  be deduced from such 
geometr ic knowledge as the  f a c t  t ha t  N  equal vec tors  form a  r e g u l a r  
po lygon i f  each r o t a t i o n  equals 3601N degrees. 

The p ieces o f  an in ter rupted-s tep such as the  f i r s t  s i d e  o f  
TRICORN a re  n o t  always separated by a  s ta te- t ransparent  i n s e r t .  ( T h i s  
would be a  local i n te r rup t i on . )  Instead, i t  i s  poss ib le  t h a t  more 
g l o b a l  knowledge i s  needed t o  understand the p rope r t i es  o f  t h e  
i n t e r v e n i n g  code which j u s t i f i e s  the expectat ion t h a t  t he  p ieces  w i l l  
p r o p e r l y  f i t  together.  I n  TRICORN, the second p iece (drawn by 
statement 70) must be c o l l i n e a r  w i t h  the f l r s t  (drawn by sta tement  
10) .  The g loba l  p roper ty  o f  the code which j u s t i f i e s  t h i s  i s  t h a t  
equal  s i des  and 120 degree r o t a t i o n s  r e s u l t s  i n  c losure .  Thus, 
debugging v i o l a t i o n s  o f  g l oba l l y  in ter rupted-s teps r e q u i r e s  domain- 
dependent knowledge. 



f o l d s t e i n  

9 _ .  Conclusions i 

The design o f  HYCROFT required an invest igat ion o f  fundamental 
problem so lv ing  issues including drscript ion, s imp l i f i ca t ion .  
l i n e a r i t y ,  planning, debugging and annotatlon. MYEROFT, however, i s  
on ly  a f i r s t  step i n  understanding these Ideas. Further i n v e s t i g a t i o n  
o f  more complex programs, and o f  the semantics o f  d'sf ferent problem 
domains i s  necessary. It i s  also essentlal t o  analyze add i t i ona l  
p lanning concepts such as ordering, repe t i t i on  and recurs ion as w e l l  
as the  corresponding debugging techniques. Ult imately, such research 
w i l l  su re ly  c l a r i f y  the learning process i n  both men and machines by 
p rov id ing  an understanding o f  how they correct t h e i r  orm procedures. 
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Abst rac t  

A program t h a t  i n f e r s  and codes  he LISP funct ion  "natura l ly"  

intended by a s i n g l e  input-output p a i r  (sample computation) is 

described. The program uses a knowledge o f  LISP programming 
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Automatic Induction of  LISP funct ions  

Steven Hardyfi 

The t a sk  o f  Automatic Programming is t o  make it e a s i e r  t o  use 

computers. I n i t i a l  developments were languages, such a s  FORTRAN, 

which make it poss ible  t o  spec i fy  a numerical algorithm without all 

t h e  d e t a i l s  o f  its implementation. Within t h e  language, tho-, it 

is necessary t o  spec i fy ,  p rec i se ly ,  t h e  algorithm. 

Recent work has  centred on the  ex ten t  t o  which t h e  s p e c i f i c a t i o n  

of t h e  algorithm i t s e l f  can be made unnecessary. Thus we have hro 

major p rob lem - f i r s t l y ,  how t o  descr ibe  the  problem solved by a 

program and secondly, given such a desc r ip t ion ,  how t o  generate ,  auto- 

mat ica l ly ,  a program so lu t ion .  Feldman discusses  t h i s ,  a t  l eng th ,  i n  

h i s  paper "Automatic Programming" [4], a s  does Bal tzer  i n  h i s  review 

of t h e  t o p i c  [l]. 

A popular approach has  been t o  spec i fy  the  problem with an input /  

output p red ica t e ,  usual ly  r e ly ing  on a r e so lu t ion  based theorem prover 

t o  cons t ruc t  a proof t h a t  i m p l i c i t l y  contains the  necessary program [l6]. 

This approach has a n u d e r  of  drawbacks. Exis t ing theorem provers a r e  

not very powerful and t h i s  limits the  s i z e  of  problem t h a t  can be tackled.  

Further,  it s e e m  as d i f f i c u l t ,  and presumably as e r r o r  prone, t o  

descr ibe  a program - espec ia l ly  one t h a t  w i l l  involve i t e r a t i o n  - i n  

predicate  ca lculus  a s  t o  ac tua l ly  code it. Also, as has been pointed 

out  by seve ra l  recent  w r i t e r s  [7, 8 and 181, any i n t e l l i g e n t  proof 

system needs t o  employ knowledge n3t only i n  t h e  form o f  a x i o m  def in ing 

t h e  problem domain, but a l s o  i n  the  form of "control" s ta tements  embody- 

ing  one's understanding of  how such proofs might we l l  be achieved. This 

has l ed  t o  t h e  development of  t he  ideas  embedded i n  languages such a s  

PLANNER [a] and CONNIVER [i2 and 151 . 
Another approach r e l i e s  on debugging an e x l s t i n g  program t o  

achieve the  wanted e f f e c t  - which might be a LOGO drawing [5] o r  some 

act ion in  the  BLOCKS world used in  Winograd's propam El4 and 171. 

*;The work reported h e r e  was ca r r i ed  out u l e r  t he  su??ort of  t h e  Science 
Research Council. 

1 should i i k t :  to tS.ank t h e  nenbers of tl!i. Co-;:uring C a n t r e  for ,  t h e i r  
advice a n d  i;uldance. Specia l  thanks go t o  ! ! l i e  2rafl.i i ihosa constant 
h e l p  has  h e n  :n7~alU?ble. 



Al te rna t ive ly  we could base an automatic p m g r a m h g  system on 

a capaci ty  f o r  induct ive  geneml iza t ion .  Despite the f a c t  t h a t  t h e r e  

a r e  i n f i n i t e l y  many func t iona l  extensions  o f  t h e  input-output p a i r  

("iopair" ) : 

t he re  is only  one funct ion t h a t  would be regarded by LISP programmrs 

a s  t h e  "obviously" intended one, viz: 

I have wr i t t en  a program, c a l l e d  GAP (general iz ing Automatic 

P rogramer )  which a t tempts  t o  model t h e  LISP p rogramer  t o  t h i s  ex ten t .  - 
Wen presented with i o p a i r  (1 )  GAP produces: 

(LAMBDA (X) 

(COND ((ATOM X) NIL) 

(T (CONS (LIST (CAR XI) (SELF (CDR X ) ) ) ) ) )  

I f  presented wi th ,  say, 

it produces: 

(LAMBDA (X1 X2 ) - 
(COND ((OR (ATOM Xl)(ATOM X2)) NIL) 

(T (CONS (CAR X1) 

(CONS (CAR X2) 

(SELF (CDR X1) (CDR X2) ) ) ) ) ) ) .  

GAP is  wr i t t en  i n  POPCORN [6], an extension o f  POP2 [2] t h a t  

provides many of  t h e  f e a t u r e s  o f  CONNIVER [12 and 151. The program 

conta ins  a number o f  h e u r i s t i c  rou t ines  which embody knowledge about 

various poss ib l e  formats f o r  LISP funct ions .  GAP looks f o r  f e a t u r e s  

( ' cues ' )  o f  t h e  input ,  output and t h e  r e l a t i o n s h i p  between them. 

Tnese a r e  used t o  a c t i v a t e  the  aap ropr i a t e  h e u r i s t i c  rout ine .  This 

makes a hypothesis about the  b a s i c  format o f  t h e  funct ion,  which GAP 

attempts t o  ve r i fy ,  and complete, us ing an extended LISP system. 

Kni ls t  doing t h i s ,  GAP can discover  new cues which can e i t h e r  a f f e c t  

t h e  current  hypothesis o r  be used t o  generate new hypotheses. 

Tie rou t ines  t o  no t i ce  cues and t ake  the  necessary a c t i o n  a r e  

s to red  i n  the  PSPCORil da t a  base,  indexed by s i t u a t i o n s  t o  which they 

a r e  appl icable .  This makes it poss ible  t o  add new rou t ines  without 

having t o  a l t e r  t he  rest of the  program. I t  can be seen t h a t  t h e  



de ta i l ed  flow of  con t ro l  w i l l  he very dependent on which cues a re  

not iced and i n  what o rde r  they a r e  noted. 

The complete program occupies l e s s  than 30k words on a  PCP-10. 

I t  takes  t h r e e  o r  fou r  seconds o f  CPU time f o r  each of  the  above 

examples. 

In sec t ion  two I show GAP a t  work on a  few simple examples; 

i n  sec t ion  three  t h e r e  i s  a  f u l l e r  d iscuss ion of  the  LISP system. 

12 conclusion I point  out some shortcomings of  t h e  procam and 

descr ibe  t h e  d i r ec t ion  o f  my cu r ren t  work. 

Section Two - GAP a t  work 

When given t h e  i o p a i r  (A B C D) =>= ((A) (Bf (C) (Dl) t h e  cue 

t h a t  GAP no t i ces  is t h a t  t he  length  of  t h e  output is propor t ional  t o  

tne  length  o f  an input  - i n  f a c t  equal t o  t h e  only input 's .  This is 

of ten  the  case with simple CDR-loop funct ions  - which a r e  those recur- 

s ive ly  wr i t t en  LISP programs whose recurs ion l i n e  has the  form f(cdr(ll)) .  

Suc:? programs embody an e s s e n t i a l l y  i t e r a t i v e  pmcess  [ll], and a r e  one 

of the  most commonly occurr ing types  o f  LISP function, 

Because of t h i s  GAP hypothesises t h a t  t h e  function is recurs ive ,  

vit :? t he  bas i c  body: 

(COSS <form x> (SELF (CDR XI)) 

G P  divides  funct ions  i n t o  various types ;  a  simple co-osition of  CARS 

a d  C3Rs is of  type PARTOF, f o r  example. <form x> denotes an expression 

t n a t  is an app l i ca t ion  of a  function o f  type FORM t o  x. Type FORM 

funct ions  a r e  the  whole range of  GAP and a r e  those functions where the  

9ut;ur i s  for-ned d i r e c t l y  out of t he  input ,  without s ?ec ia l  reference  

- 3  3::~ ? a r t i c u l a r  atoms. 

To va l lda te  i t s  hvpothesis GAP t r i e s  t o  make t k e  a h v e  I-ody 

s.,;;citc ro  ( ( A )  ( a )  ( C )  (9)) >:hen x is ( A  B C 5) .  I t  ~ e a l i s e s  t h a t  

c f c y  x> -2;: evaluate  to (.;) and s e t s  i t s e l f  ?>e s , & s i l i a ~ j  probler: 

(; 3 : 2 )  = s =  ( A ) ,  which it solves  by a c a l l  on t h e  ?3X353': c a t a  base 

+nc ;.?rice 3 ;.sssible recurs ive  c 2 l l  of GP.P. It uses t k e  f w c t i o n  i t  

;+tj t o  dec i i e  t i lat  <fop? x> can b e  replaced L!;. ( Z L C T  ( C A R  X ) ) ,  



having  done this CAP vo&s o u t  t h a t  e k e  ~ o Q  kwuid kxp2ebn8  

t n e  adtput  i f  (SELF' XHL) e v a % u a t s d  to 21IE. GAP a l so  knows t h a t  most 

r e c u r s i v e  f l tqct ior .~  s t g p  b e f o r e  t h e /  b ~ ~ l d  have caused ao crmr -- ir,  

k ~ n e r  *oras t:se r e c w s i o n  l i n e  o f  n, f u n c t i o n  needs some 'minimum4 

v e l ~ e  of  trne i n p u t s  wnSch s h a u l d  be checked fer  i n  some a p p r o p r i a t e  

t e s t .  In  t z i s  c&e x must be a ? a i r ,  a s  ~t has a  CAh and a CDR, and 

s o  an a ? l r c p r i a r e  t e s t  is (ATOR X). GAP e x t e n d s  i t s  nypothes i s  t o :  

(CDND 1 !ATDN X)<par tof  x> 1 
i~ (cows ( E l s a  (UR x ) )  (SELF (CDR x ) ) ) ) i  

6% now uses t h e  f a c t  t n a t  t h i s  must e v a l u a t e  t o  X l i P  when X is 

:$Xi t o  r e p l a c e  < p a r t o f  x> by U I L .  Notice GAP has a double check cr! 

t n e  p o i n t  a t  whicn t h e  f u n e t b n  s t o p s  r e c u r s i n g .  

I f  we had g iven  GAP t h e  l o p a i r  

0. 3 C D) =>= ( ( A )  (5) ( C )  (D) (B) (C) (D) (C) (Dl (Dl )  

t n e n  t h e  cue no ted  would have been t h a t  t h e  l e n g t h  o f  t h e  o u t p u t  is 

p r o p o r t i o n a l  t o  S 2: (N+1)/2, where N is t h e  l e n g t h  o f  some i n p u t .  This 

car. happen i f  a  CDR-loop f u n c t i o n  has  a n o t h e r  CDR-loop f u n c t i o n  a s  a 

s a m a t i z e .  So GAP s ? i i t s  o f f  t h e  f i r s t  f o u r  e lements  o f  t h e  o u t p u t  

eno  f i n ~ s  an e x p r e s s i o n  t o  produce them b e f o r e  proceeding  t o  ' s o l v e '  

t ne  i o p a i r  i n  a  s i m i l a r  way t o  t n e  p r e v i o u s  example. 

GA? h a s  a  l i t t l e  t r i c k  when g iven  f u n c t i o n s  w i t h  more t h a i  one 

i-- ..,ut. I t  looks  a t  t h e  o u t p u t ,  element by e lement ,  i n  t e r n s  o f  which 

i n p u t  i r  came from. Thus, i f  given t h e  i o p a i r :  

GAP l o c k s  a t  t h e  l i s t  (X1 X 1  X2 X 1  X 1  X2 X 1  X 1  X2). I t  i s  t r i v i a l  t o  

r e c o i g i z e  t n e  r e l e a t e d  - X 1  X 1  X2 - i n  t h i s  l i s t  and s o  GAP d e c i d e s  t o  

I n v e s t i g = r e  t n e  Sod]: 

-'. . . ;..e :rl:.!. generazes p i a u s i b l e  iiypotiieses Secsusn rr,an:,. f u n c t < o 7 s ,  of 

r . u i t i ? l e  I~.:L-:s, ?mduce  t h e i r  o u t a u t  Sy i n t e r l e a v i n y  t h e  i n n u t s  I? 

50-5 '.:Zy. 

- .  i c e  "15' s j - s te r . ,  u s i n g  rhc  matcher,  r e a l i s e s  t h a t  (LIST (forin x l >  

<fcr~, x;><forx x 2 > )  r u s t  e v a l u a t e  t o  ( A  F? Q) an< can t h q r e f o r e  S e  

r e ? l a c e c  iy ( L I S T  (CA.3 Xl)(CAR iCDE X i ) )  X2). 



,,?,:ST pmcessing,  :he recursive c a l l  af SELF, a l l  t he  L I S P  system 

%.-,cis a? :.1 an2 X2 i s  t h a t  they a r e  p a r t s  o f ,  r e spec t ive ly ,  ( A  3 ; C) 

Z ~ C *  7. I: s m n  f inds  t n a r  (CAR Xl) is B thougii end so  it knods X: is 

(3.U1;fJ<O:;:O. This can only be the  CDR of (A D C D) and s o  <pa r to f  xl> 

Is replaced 5y ((CDR XI).  S imi lar ly  cpar tof  x2> i s  replaced by X2. 

The £unction is now near ing completion. An appmpr i a t e  t e s t  - i n  

t h i s  ca se  (OR (ATON X1) (hTO:-I (CDR X l ) ) )  - i s  put i n  and a f t e r  f i n a l  

?o l i sh ing  up GAP produces: 

(LAMBDA (Xl X 2 )  

(C0:JD ((OR ().TON Xl) (ATOM (CDR X i ) ) )  N I L )  

(T (CONS (CAR X1) 

(COHS (CAR (CDR Xi ) )  

(CONS X2 (SELF (CDR X1) X2) ) ) ) ) ) ) .  

The method j u s t  descr ibed ( looking f o r  repeated  p a t t e r n s  i n  an 

' o r i g i n  l i s t ' )  is a hornowrphic mapping of t h e  problem, t o  c r e a t e  a new 

?roblem with a sma l l e r  search  space,  which can be solved t o  provide a 

?;an f o r  t h e  so lu t ion  of t h e  main problem. This is a common method of 

so lv ing  problems and seve ra l  researchers  have used it ,  notably [ 3 ] ,  

:so] ar.d [is]. 

This method can be extended i f  it is unsuccessful,  by regarding 

r x l t i p l e  occurrences of t ne  same o r i g i n  a s  a s i n g l e  occurrence.  The 

~ o d i f i e d  o r i g i n  l i s t  f o r  t h e  i o p a i r  

i s  (X1 X2 X 1  X2 X 1  X2 X 1  X2) and t h e  .repeated - X 1  X2 - sugges ts  t he  

recurs ion l i ne : -  

(ATFEND (APPEND <form !U><form X2>) 

(SELF <par tof  XPcpa r to f  X2>)) 

uhich can l e  expanded t o  a complete f m c t i o n  i n  t h e  way a l x a d y  described. 

- Ine cues described d o v e  a l l  assune t h a t  atoms from t k e  f m n t  

cf ?>.? i?.llits COKP a t  :he -fro>: of the  o u t ~ u t .  T>erefore ,  w.cer. sre 
. ... -. ., .-.e ;-? -5s  l o p a i r  

-. - .. s p l i t s  :>e output  i n t o  t h o  segment ( 2  Q) azd ( C  Q B Q A Q) - 
. . 

l e a d s  t o  a:. iscorrec: recursio:: l i n e  hy;-thesis, ii;?e: tke 



-;,ethod discovers  it has nade a umng  k~ypcithesis it t r i e s  t o  f i n d  out 

i f  it should have s p l i t  from Wtrs Lack r a t h e r  than t h e  f ron t  of  t h e  

output .  I t  does t h i s  by r e p l a c h g  t h e  atoms i n  t h e  two i n i t i a l  seg- 

r en r s  ( i n  t h i s  case (D Q )  and (C Q B Q A Q)) by numbers represent ing 

which element o f  s n  input  they came from - and s o  has (4 0) and 

( 3  0 2 0 1 0) .  The 'average atom' i n  the  f i r s t  o f  t hese  is 2 ( =  (4+!3)/2) - 
but t h i s  is g r e a t e r  than t h e  average f o r  t h e  second segment 1 (= 

(3+;6+2+0+1+0)/6). I f  t h e  s e o m d  segment is due t o  a recurs ive  c a l l  

of t he  funct ion it ought t o  have a h igher  average. As t h i s  is not s o ,  

GAP t r i e s  s p l i t t i n g  from t h e  back and t r i e s  the  hypothesis 

(APPEND (SELF cpar tof  x l><par tof  x2>) 

(LIST <form xl>cform x2>)). 

Some cues used by GAP mcogn i se  immediately t h a t  the  output  is 

being b u i l t  up from t h e  back. Suppose a function r ecu r s  on t h e  CDR of 

some input ,  and otherwise only references  t h e  CAR of  t h a t  input.  I f  

t h i s  is s o ,  it might be poss ib l e  t o  s p l i t  t h e  output  i n t o  t h r e e  segments - 
t he  inne r  one, due t o  t h e  r ecu r s ive  c a l l  o f  t h e  funct ion,  conta ining no 

atoms from t h e  CAR o f  t h e  r e l evan t  input  and the  o u t e r  segments conta ining 

none from the  CDR. This method s p l i t s  t h e  output o f  t h e  i o p a i r  

(A B C D) =>= (A B'C D D C B A) 

i n t o  (A), (B C D D C B) and {A), and hence suggests  t h e  recurs ion l ine: -  

(APPEND (LIST (CAR X1)) 

(SELF (CDR Xl ) )  

(LIST (CAR Xl)) ) .  

The p r i n c i p l e  o f  guessing which atoms w i l l  be i n  t h e  t h r e e  seg- 

r e n t s  o f  t h e  output  is  extended by another  cue. This counts t h e  tires 

the  a t o m  from a p a r t i c u l a r  input  occur i n  the  output.  For example, 

52s an atom count l ist  ( 1  2 1 2 1 2 )  - meaning A occurred once, 3 

o ~ c u r r e d  twice and s o  on. 

-. 
i n e  re?eated -1 2- i n  t h i s  l i s t  suggests s p l i t t i n g  the  v ~ t p u t  

:-.. -..~o three  segments - t h e  o u t e r  ones conta ining one A and tdo F ' s ,  the  

i-ner one conta ining one C ,  two D's, one E and two Ps. This s p l i t s  

yne output i n t o  (A B B), (C C D E F F) and ( ). The length of  -1 2- 

i n  two - and t h i s  suggests a funct ion recurs ing on the  CDDF of  its 

:E?L~, 



Thus t h e  method sugges ts  t h e  racurs ion l i n e  

(APPEttD (LIST (CAR XI) (CAR (CDR XI) ) )  

(SELF (CDR (CUR X l ) ) ) )  

POPCORN allows GAP t o  work i n  a backt racking mode i f  it g e t s  

a problem it can" so lve  i n  any o t h e r  way. GAP considers  a hypothesis 

t h a t  could be represented  by a body something l i k e :  

(APPEND <form inputs> (SELF <par tof  inputs> 1). 

<form inpu t s>  i s  allowed t o  evaluate  t o  success ively  l a r g e r  s e p e n t s  

f m n  t h e  f r o n t  o f  t h e  output  u n t i l  t h e  whole express ion can be made 

cons i s t en t  with t he  output .  We know t h a t  <form input> is unl ike ly  t o  

evaluate  t o ,  s ay ,  NIL - but  it is not  poss ib l e  t o  t e l l  t h e  LISP system 

f a c t s  l i k e  t h i s .  So t h e  way GAP a c t u a l l y  i n v e s t i g a t e s  t h i s  a l t e r n a t i v e  

is  a l i t t l e  messier than described. A comprehensive a c t o r  system, l i k e  

t h a t  descr ibed by Hewitt [9] would probably make t h i s  ea s i e r .  

Section Three - The Program's Knowledge of LISP 

GAP has a powerful LISP system t o  analyse  expressions.  One p a r t  

perforns  simple op t imi sa t ions ,  f o r  example: 

((Lh!IBDA (\,I X)(CAR \ I ) )  Y Z )  is replaced by (CAR Y )  

(APPSND (LIST X) Y) is  replaced by (CONS X Y). 

This s i m p l i f i e s  t h e  t a sk  o f  keeping express ions  i n  a reasonably e f f i -  

c i e n t ,  n a t u r a l  format. 

A second p a r t  is a conventional LISP eva lua to r  - exce?t t h a t  it 

has a capab i l i t y  f o r  p a r t i a l  evaluat ion  o f  express ions  whose values 

a r e  n o t  co7;letely defined. I f  a l l  we know of Y is t h a t  it i s  an atom, 

dnd he knox cotning o f  X then 

(C3.';5 X Y) e . ~ a l u a t e s  t o  (UNKli3\l?~.SOMtATC?!) 

(C3:;: ((A.73:: X )  1) (T 2 ) )  evaluates  t o  C!;iZiOXi 

( Z ; : ; ;  ! (hX;: / .  S f  1) (T 2 ) )  evaluates  t o  I. 

A - - -  T:..jl, >ore corr?lex, p a r t  uses t h e  r e s u l t  of eva:u.itiny an 

--  *,. ,,-., L,.. 2e1 -CP  th ings  &out tk.e expr.-ssls:; i t s e l f  and about 

, ,.;..,, .- - +  the  val~. of  th ings  on t h e  a l i s ?  rr:~sr b e ,  I t  Takes 63s aryuzent 

a ,  i'ossi;?y ii!c,az.?lete, a l i s t ,  an cxpress ioc  a n d  wha t  one iar.:s t h e  

5 7 



ex>sess lon  to e v a l u a t e  tc. ZT r e t t l r n s  a  L i s t  s f  a l i s t s  t h a t  a r e  

c o n s i s t e n t  w i t h  t h e  i n p u t s .  I f  g i v e n ,  f o r  e x a a p l e ,  a  n u l l  a l i s t ,  

tile e x p r e s s i o n  (APPE2IC X Y) a d  t h e  r e s u l t  ( A  81 it r e t u r n s : -  

If t o l d  t h a t  X i s  a  p a i r ,  by g i v i n g  it t h e  i n i t i a l  a l i s t  

((X. (b!lK+OWll.UNKNObiK)) 1) t h e n  it does n o t ,  o f  c o u r s e ,  r e t u r n  t h e  

p o s s i b i l i t y  wi th  X e q u a l  t o  XIL. 

I f  t h e r e  a r e  no c o n s i s t e n t  a l i s t s ,  f o r  example (LIST X Y) t o  

e v a l u a t e  t o  (A B C) ,  t h e n  it r e t u r n s  NIL. 

I t  a l s o  completes e x p r e s s i o n s .  I f  given a  n u l l  a l i s t ,  t h e  

e x p r e s s i o n  (APPEIJD X < p a r t o f  x>) and t h e  r e s u l t  ( A  5 C I.? B C D) 

then one p o s s i b i l i t y  it r e t u r n s  is: 

((X.(ABCD)) ( < ? a r t o f  x>. (CDR XI)) 

It c a l l s  on t h e  POPC9it'J d a t a  b a s e  - and hence t h e  whole GAP 

Trogram - f o r  t h e  s o l u t i o n  o f  any f u n c t i o n s  it needs ,  

The c o n t r o l  s t r u c t u r e  o f  POPCORN is such t h a t  it need n o t  

g e n e r a t e  i ts  a l t e r n a t i v e s  a l l  a t  once - it does t h i s  by r e t u r n i n g  a  

t a g  t h a t  a l l o w s  t h e  computat ion o f  a l t e r n a t i v e s  t o  c o n t i n u e  i f  nece- 

ssarjr .  tiowever, a s  t h e  r o u t i n e  works by b a c k t r a c k i n g  it is b e s t  

avoided when e x p e c t e d  t o  t r y  a  l o t  o f  a l t e r n a t i v e s  - p r o c e s s i n g  a  

CO1iS is  f a r  s i m p l e r  t n a n  p r o c e s s i n g  an APPEND. 

Conclusion 

A t  p r e s e n t  GAP a s s u r e s  t h a t  a t o m  i n  t he  i n p u t  o f  an i o p a i r  

given t o  it a r e  u n i v e r s a l l y  q u u n t i f i e d  o v e r  a l l  S - e q r e s s i o n s .  Tnus 

it t a k e s  no  n o t e  o f  t n e  i d e n t i t y  o f  p a r t i c u l a r  a t o r s ,  n o r  o f  t!.e f a c t  

r5ar t:iey a r e  atoms. Thss t n e  i o ? a i r  

( A  A B ( X  Y)) =>= ( ( A )  (A) ( 3 )  ((X Y))) 

cieszrioes t h e  sa;ie f u n c t i o n  a s  

(,< 3 c a )  =>= ( ( A )  ( B ,  i c )  (D)) 



This  m a n s  t h a t  because it d o e s n ' t  unders tand  t h e  concopts  

involved ,  GAP could  n o t  p o s s i b l y  b u i l d  f u n c t i o n s  l i k e : -  

(Assoc ) 

( F l a t t e n  ) 

(Union) 

A t  p r e s e n t  I am s t u d y i n g ,  and t r y i n g  t o  implement, ways o f  

s o l v i n g  some o f  t h e s e  k ind  o f  problems. GAP w i l l  need t o  dec ide  what 

t y p e  o f  f u n c t i o n  a p a r t i c u l a r  i o p a i r  d e s c ~ i b e s .  The range o f  t y p e s  

GAP can cover  is, a t  p r e s e n t ,  s o  small t h a t  GAP need o n l y  d e c i d e  whether 

t o  hypothes ize  t n a t  a  f u n c t i o n  is r e c u r s i v e  - d e s c r i b e d  a s  t y p e  RECUR - 
o r  a s imple  composit ion o f  CARS CONSs and APPENDS - d e s c r i b e d  a s  t y p e  

BUILD. 

Some p r o g r e s s  can be made by e n r i c h i n g  t h e  in format ion  c o n t e n t  

of  an i o p a i r  by u s i n g  e l l i p s i s .  In  t h i s  way, one can more p r e c i s e l y  

d e s c r i h e  a f u n c t i o n  by an i o p a i r  s i n c e  t h e  e l l i p s i s  mechanism is ,  i n  

f a c t ,  an a b b r e v i a t i o n  f o r  an i n f i n i t y  o f  i o p a i r s .  Thus t h e  au tomat ic  

programming problem remains ,  b u t  t h e  i n d u c t i v e  g e n e r a l i s a t i o n  is l e s s  

d i f f i c u l t .  We can use  t h e  mechanism t o  disambiguate an i o p a i r .  The 

f u n c t i o n  d e s c r i b e d  by: 

might i n c l u d e  e i t h e r  o f  t h e  fo l lowing  i o p a i r s :  

(A B C D E F) =>= ((A 8 )  (C D) (E F)) 

( A  a c D E F )  =>I ( ( A  B C )  ( D  E F ) )  

Tnis  ambiguity is removed by t h e  d e s c r i p t i o n :  

(A B --- Y Z) =>: ((A B) --- (Y Z)) 

E l l i p s i s  can be  given a u s e f u l  meaning t h a t  r e q u i r e s  no  ' i n t e l l i -  

gence' t o  unpick.  St;p?ose we s a y  t h a t  e l l i p s e s  i n  t h e  o u t p s t  of a?. 

:=psi,- con2 from a r e c u r s i v e  c a l l  of  t h e  f w c t i o n  a p p l i e d  t o  tt:e 

e i l i p s 3 s  Ln tile i n p u t .  C s i n ~  t h i s  d e f i n i t i o n  we can s e e  t h a t  t h e  

foilc;.in& ; a i r s  of i a ? a l r s  d e s c r i b e  ;he Sam; 5unc i ion  - > , l i t  t h e  i o p a i r  
... . , L L . .  -"  eiii;-<s is u-aP-.:Tuo..-.- .. ,-& us. 



( A  - - - )  I>. (A --- A )  

is  i n e  s a n e  a s  

( A  9 C D) =>= ( A  B C  C D C  B A ) ,  

( A  a ---I =>= ( A  a B ---) 

i s  tile same a s  

( A B ~ D E F ) = > = ( A B B C D D E F F ) ,  

( A  ---) =>= (--- A )  

i s  t h e  same a s  

1.4 3 C D) =>= ( D  C  B  A ) .  

Punc t ions  can be  d e s c r i b e d  t o  GAP i n  t h i s  l anguage ,  and t h e  

r e l e v a n t  code o f  GAP i s  .qu i te  s m a l l  and very f a s t .  This  i s n ' t  very 

s u q r i s i n g  a s  ue nave reduced e l l i p s i s  t o  an unambiguous s y n t a c t i c  

l e v i c e .  

As I t r y  t o  unders tand  what is needed t o  b u i l d  an a u t o n a t i c  

?rogranming sys tem,  s e v e r a l  f a c t s  become i n c r e a s i n e l y  c l e a r .  A 

;Fogram w i l l  need a  n i x e d  d e s c r i p t i o n  - a  s i n g l e  i o p a i r  is w o e f u l l y  

inadequate  - and t h e  program should  be  i n t e r a c t i v e  - i n  p a r t  t o  

c o n p l e t e  i t s  own i n t e r n a l  d e s c r i p t i o n  o f  a  problem. This  is, o f  

c o u r s e ,  t o  be expec ted  - t h e  same is t r u e  o f  people .  

For t h e s e  reasons  I f e e l  GAP w i l l  be  d i f f i c u l t  t o  e x t e n 6  u ~ l e s s  
. - 1; can i ~ , c l u l r  t,ie person f o r  whom t h e  f u n c t i o n  i s  b e i n g  . d r i t t e n  i n  

l ~ s  L l s c c s s i o n  of  a  problem. This  means t n a t  GAP'S i n t e r n a l  d e s c r i p -  

- .1,.. . -- 3: a ; r o i l e n  n ~ s t  be unders tandable  by people.  I!uc!: o f  i-y e f f s r t  

.-.j_s >eer., 2x.z x i 1 1  co? t inue  t o  b e ,  devote< t o  i n i s  en.'. If t h i s  is 53, 

. . . -  . -  -. -, ;o;s:;le t o  g ive  GAP ~ l i n t s  u i t h o u t  a d e t a i l e d  ~ns'4;odz.r 0 5  i:s 

. ".,* .- ,- & k . ~ 5 ,  
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Saw Problems and Non-Problems i n  Representa t ion  Theory 

P a t r i c k  J. Hayes 

O. I n t r o d u c t i o n  

The purpose o f  t h i s  paper  is t o  g i v e  a b r i e f  survey o f  some genera l  
i s s u e s  and pmblems i n  r e p r e s e n t i n g  knowledge i n  A 1  programs. This  
g e n e r a l  a r e a  I w i l l  c a l l  r e p r e s e n t a t i o n  t h e o r y ,  fo l lowing  John ElcCarthy. 
Its boundar ies  a r e ,  l i k e  t h o s e  of  a l l  i n t e r e s t i n g  s u b j e c t s ,  no t  c r i s p l y  
def ined .  I t  merges i n  one d i r e c t i o n  ~ i t h  programming language des ign ,  
i n  a n o t h e r  wi th  p h i l o s o p h i c a l  l o g i c ,  i n  a n o t h e r  wi th  epistemology,  i n  
a n o t h e r  with r o b o t i c s .  Never the less ,  it is an i n c r e a s i n g l y  important  
a s p e c t  o f  A 1  work. S ince  my main concern here  is t o  draw a t t e n t i o n  t o  
problems which seem t o  m e  t o  be d i f f i c u l t ,  and i s s u e s  which seem t o  be 
impor tan t ,  t h i s  paper should  be  read  a s  an a p p e a l  f o r  h e l p  r a t h e r  than  
a s t a t e m e n t  o f  achievements (and comments, c r i t i c i s m s  and s u g g e s t i o n s  
a r e  welcome ) . 

I n e v i t a b l y ,  t o  b e l i e v e  t h a t  some i s s u e s  a r e  impor tan t ,  and some 
problems d i f f i c u l t ,  i s  t o  b e l i e v e  t h a t  o t h e r s  a r e n ' t .  A t  t h e  end o f  t h e  
paper  I draw a t t e n t i o n  t o  some s p e c i f i c  p o i n t s  o f  disagreement wi th  
o t h e r  au thors .  I t  may be h e l p f u l ,  however, t o  p o i n t  o u t  immediately t h a t  
my g o a l s  h e r e  a r e  n o t  p h i l o s o p h i c a l ,  b u t  t e c h n i c a l .  Some commentators 
on an e a r l i e r  d r a f t  seemed t o  t a k e  it a s  an essay  i n  p h i l o s o p h i c a l  a n a l y s i s  
i n  t h e  modern Oxford s t y l e .  My aim r a t h e r  is t o  s u b s t i t u t e ,  f o r  informal 
and a p p a r e n t l y  e n d l e s s  p h i l o s o p h i c a l  d i s c u s s i o n ,  t h e  p r e c i s i o n  o f  mathe- 
mat ics .  (This  aim is n o t  achieved i n  t h i s  paper ,  I has ten  t o  add,  but  i s  
I hope brought n e a r e r . )  To emphasise t h i s ,  I w i l l ,  when i n t r o d u c i n g  a 
t e c h n i c a l  word in tended  ( u l t i m a t e l y )  t o  have a p r e c i s e  meaning, under l ine  
it. 

1. Semantics 

There a r e  many ways known o f  s y s t e m a t i c a l l y  r e p r e s e n t i n g  knowledge 
i n  a s u f f i c i e n t l y  p r e c i s e  n o t a t i o n  t h a t  it can be used i n ,  o r  by, a  compu- 
t e r  program. I w i l l  r e f e r  g e n e r a l l y  t o  such a s y s t e m a t i c  r e p r e s e n t a t i o n a l  
method a s  a  scheme. It is not  a  very good word, bu t  one cannot s a y  
' language'  a m  begs an important  q u e s t i o n  ( s e e  s e c t i o n  2 ) .  Examples 
o f  schemes inc lude  l o g i c a l  c a l c u l i ,  some p r o g r a m i n g  l w ~ u a g e s ,  t h e  
s y s t e m a t i c  use of  d a t a  s t r u c t u r e s  t o  d e p i c t  a  world (e.g.  a s  i n  t h e  e a r i y  
Snakey's use of  an a r r a y  a s  a  room-map), n u s i c a l  n o t a t i o n ,  xap mait l r .~ 
conventions,  c i r c u f t  diagrams,  '3CK Schemas', 'Conceptual Jeperdencv' 
n o t a t i o 2 ,  'Semantic Templates' ( a l ;  i n  [zO 3 ,  e t c .  A c o n f i & u r a t i o n  ts 
a p a r t i c u l a r  e q r e s s i o n  i n  a scheme: an a s s e r t i o n ,  a  srogram, a d a t a  
s t r u c t u r e ,  a  s c o r e ,  a  r a p ,  e t c .  Thus one n lg ' ? t ,  f o r m a l l y ,  d e f l z e  a s c h e ~ e  
:o t e  a  s e ?  o f  conf ig ,dra t ions .  

A.1; +.' t:.ese exaa;les a re  5 m a l  ir, ?n? sense  t k a t  r.% q ~ e s ? i o r , ~  
i t e r h e r  a  s a r f f c , d l a r  arrangemar: of  z a r i s  i s  a w e l l - f c r ~ e 2  c o n f i g u r a t i c n ,  
d l w y s  ::as a l e f i r . i t e  ansxer :  tk.ere i s  a  d a f i r . i t e  notion of -dell-fome2::ess. 
::any wa:;s ,which hsrilanr have cf convejfing r:teanin~ ' ~ i l i  ror be a l loxed  a s  
schemes, f o r  they f a i l  t h i s  c r i t e r i o n :  ci?arines, p h o t o g r a ~ i - s ,  :oei?s, 
c o n v e r s a t i o n a l  Engiis:"., n s s i c a l  ;erfonnances,  -V p i c t u r e s ,  e t c .  I n  b r i e f ,  
: wish t o  craw a distir!ct:on bettween ( f o r m a l )  ssr.enes, i n  h'hich knowisdge 
can be s t o r e d  an?, used 4y a T r o r r a c ,  ac? or, :?a o:kar h a ~ d ,  ( i ? f o r n a l ?  



s c e n e s  or p&x,ceFtua r eleua?-c?% C-e Icploymrn: cf knok-sdpr 
f o r  r h e i r  s d c c e s s f u l  f n t e r p r e t t s t  ion,  

I am aware of  s e v e r a l  pfaiiosophica% problems i n  a n a l y s i n g  t h r s  
d i s t i n c t i o n  f u r t h e r .  A s  a  ?&.=ugh-and-ready guide ,  scnemes can he recog- 
n i s e d  by t h e  f a c t  t h a t  one c m  construc"c1l-formed ' c o n f i g u r a t i o n s ' ,  
There is  no such  t h i n g  as an i l l - formed photograph,  Natural  language 
i s  a  b o r d e r l i n e  case ,  a s  a r e  a c - m a t e  l i n e  drawings o f  polyhedra.  

Schemes a r e  ust ial ly in tended  a s  v e h i c l e s  f o r  conveying meanings 
about  some g w c ~ l d '  o r  e n v i m n ~ a n t .  I n  o s d e r  t o  be c l e a r  about t n i s  
impor tan t  t o p i c ,  a  scheme must have an a s s o c i a t e d  seniantic  theory .  A 
semantic t h e o r y  is an account o f  t h e  way o r  ways i n  which p a r t i c u l a r  
c o n f i g ~ r a t i o ~ s  of  t h e  s c l e n e  ccr respond t o  ( i , e .  nave a s  t h e i r  meanings), 
p a r t i c u l a r  arcangements i n  t h e  e x t e r n a l  world,  i . e .  t h e  s u b j e c t  m a t t e r  
=out  which t h e  scheme is inti-ded t o  r e p r e s e n t  knowledge. Some of t h e  
schemes r e f e r r e d  t o  above have very p r e c i s e  semant ic  t h e o r i e s ,  o t h e r s  have 
none (and seem t o  r e j o i c e  i n  r h i s  l a c k :  s e e  s e c t i o n  7 below),  o t h e r s  
(music, maps, c i r c u i t  diagrams) have in formal  semant ic  t h e o r i e s  which 
can be made p r e c i s e  by t h e  approach o u t l i n e d  i n  s e c t i o n  2 below. 

It is n o t  a t  a l l  fash ionable  i n  A 1  a t  p r e s e n t  t o  g i v e  s e n a n t i c s  f o r  
new r e p r e s e n t a t i o n a l  schemes, and t h i s  is, I b e l i e v e ,  a  r e g r e t t a b l e  source  
of  confus ion  and misunderstanding.  Now, one cannot prove such an opin ion ,  
o f  course .  One can p o i n t  t o  o t h e r  f i e l d s  where syntactic confusion and 
p r o l i f e r a t i o n  of ad-hoc fornralisms has  been o r  is be ing  rep laced  by t h e  
development o f  semantic i n s i g h t s :  no tab ly ,  p h i l o s o p h i c a l  l o g i c  and t h e  
des ign  of  programming languages.  One can p o i n t  t o  t h e  way i n  which, i n  
A 1  i t s e l f ,  elementary semantic i d e a s  have been re-invented by v a r i o u s  
a u t h o r s  o v e r  t h e  y e a r s  ( e s p e c i a l l y  t h e  Frege /Tarsk i  no t ion  o f  i n d i v i d u a l s  
and r e l a t i o n s  between them, which c rops  up wi th  remarkable r e g u l a r i t y  
[ , , 1). And one can p o i n t  t o  s e v e r a l  important  q u e s t i o n s  which simply 
cannot be answered witf;;;;t a semant ic  theory .  Of t h e s e ,  t h e  most urgent  
concern t h e  equiva lence  o r  o therwise  o f  d i f f e r e n t  formalisms. I s  t h e r e  a 
d i f f e r e n c e  i n  meaning between a  conjunc t ion  o f  atomic p r e d i c a t e - c a l c u l c s  
a s s e r t i o n s  and t h e  corresponding semant ic  network? I s  t h e r e  anytn ing  which 
can be expressed  i n  t h e  n o t a t i o n  o f  Merlin [16] which cannot be expressed 
i n  a  l o g i c a l  n o t a t i o n ?  The answer t o  bo th  t h e s e  q u e s t i o n s  is  yes, i n  f a c t :  
but  wi thout  a  semantic theory  t h e  q u e s t i o n s  cannot even be p r e c i s e l y  formu- 
l a t e d .  F i n a l l y ,  d i s c u s s i o n  i n  t h e  A 1  l i t e r a t u r e ,  on,  f o r  example, t h e  
d i f f e r e n t  r o l e s  o f  deduc t ive ,  i n d u c t i v e  and a n a l o g i c a l  reasoning  and t h e  
r e l a t i v e  m e r i t s  o r  demer i t s  ( e i t h e r  t e c h n i c a l  o r  p h i l o s o p h i c a l )  of var ious  
formalisms,  is o f t e n  i l l - i n f o n n e d  o r  a t  b e s t  vague due t o  a  l a c k  of  a  
c i e a r  model theory  f o r  t h e  systems under d i s c u s s i o n .  

Nothing s o  f a r  has been an argument f o r  any p a r t i c u l a r  s o r t  of  
semantic t h e o r y :  f o r  example, some ~ i n d s  o f  ' i n t e n s i o n a l ' ,  ' o p a i o n a l ' ,  
'meaning- in ten t iona l '  o r  'p rocedura l '  semant ics ,  may eventua l ly  enable  t h e  
meanings of  c o n f i g u r a t i o n s  i c  a  scheme t o  be r i g o r o u s l y  def ined .  Kcuever, 
a s  a  m a t t e r  o f  f a c t ,  t h e  only n a t h e m a t i c a l l y  p r e c i s e  accouct  which 1 have 
seen  of  how a  scheme ca:: talk o f  e n t i t i e s  o u t s i d e  of  t h e  cnrnputer, i s  t > e  
Tarskian mode: theory  f o r  f ; r s t -order  l o g i c  (bu t  see  s e c t i o n  2 helow).  I 
j e l i e v e  t h e r e  a r e  i m p o ~ t a n t  reasons  f o r  going beyond thfs s e x a n t i c s ,  5 s t  
r,any of t n e  arguments I n  t h e  A; i i t e r a t u r e  a g a i n s t  t h e  use of p r e d i c a t e  
l o g i c  a s  a  scheme a r e  based oc misunderstandings o f  one kind o r  a n o t h e r ,  
e s p e c i a l l y  t h e  assumption t h a t  t h e  use of  p r e d i c a t e  c a i c u l u s  n e c e s s a r i i y  
involves  t h e  use o f  a  general-pucpose theorem-proving program. (See s e c t i o n  
7 f o r  more d i s c u s s i o n . )  To defe3d f i r s t - o r d e r  l o g i c  Is unfashionable:  
however, i do want t o  empnasise t h a t  it is t h e  semantics of  p r e d i c a t e  l o g i c  



whicii 1 wish t o  preserve,  I have no b r i e f  f o r  t h e  usual syntax: networks, 
f o r  example, can be used a s  a syn tac t i c  device f o r  express in^ predica te  
cslcuLus f ac t s .  Some o the r  authors  advocate r a t h e r  t h e  use of predica te  
cdlculus syntax e i t h e r  without semantics [I'?], o r  with an a l i e n  semantics 
imported from computational theory [ b ] .  This is throwing out the baby 
and keeping t h e  bathwater. 

To i n s i s t  on a semantic theory is no t ,  of course,  t o  i n s i s t  t h a t  
t he  expressions comprising a program's b e l i e f s  a r e  accura te ,  i . e .  t h a t  
what they express about t he  world i s  i n  f a c t  t h e  c a m i s  cominon m i s -  
understanding may be caused by the  phrase "truth-recursion",  which leads 
people t o  th ink t h a t  metamathematics guarantees i n f a l l i b i l i t y . )  Without 
a semantics,  one c&?not even say p rec i se ly  what is being claimed about t he  
world: t h a t  i s  the  point .  

I t  is important t o  emphasise t h a t  t o  regard a formalism 'simply' a s  a 
programming language: t h a t  is, a way of g e t t i n g  t h e  machine t o  do what one 
wants, i s  t o  adopt a r a t h e r  d i f f e r e n t  point  of view towards i t .  (Unless, 
t h a t  is, t h e  semantics of t he  scheme a r e  concerned with machines and what 
they do.) For example, many people argue t h a t  PLANNER i s  t o  be regarded 
'simply' a s  a programming language which provides useful  f a c i l i t i e s  f o r  
t h e  s o r t s  of programming one f inds  onesel f  involved in  when wri t ing  A 1  
programs. Much of t h e  force  of t h e  c r i t i c i s m  in  @3] f o r  example, i s  from 
t h i s  pos i t ion .  While t h i s  is a pe r f ec t ly  respectable  point  of view, it is 
d i f f e r e n t  from the  one which regards PLP.NNER a s  a scheme which r e f e r s  t o  
ex t e rna l  worlds o f ,  say,  blocks,  I t  i s  even d i f f e r e n t  from t h e  idea tha t  
PLANNER i s  a scheme which r e f e r s  t o  problem-solving processes o r  t he  l i ke .  
For t h e  'programming language1 view encourages t h e  user  ( f o r  example), i f  
he needs a new semantically pr imi t ive  notion,  l i k e  negation,  t o  encode it 
- t h a t  is, t o  implement it - i n  PLANNER in  some way. In terms of schemes 
t h i s  i s  a change of scheme, s ince  the  semantics have been enriched. 

To put it extremely: t h e  only d i f f e r ence ,  i n  t h i s  view, between 
( say )  CONNIVER and ( say )  FORTRAN, i s  user  convenience: f o r  one could 
implement t ne  one in  t h e  o ther .  ( I  have heard prec ise ly  t h i s  view forcibl:; 
maintained by profess ional  systems p r o g r q e r s ) .  Hewitt character ises  the  
essence of PLANNER i n  terms of schemas p3J. While t h i s  syn tac t i c  approach 
works up t o  a po in t ,  t he  r e l a t i onsh ips  between programming languages a r e ,  
I f e e l ,  g r ea t ly  c l a r i f i e d  by g iv ing them na tu ra l  semantics. The t r i v i a l  
un ive r sa l i t y  which FORTRAN possesses can then be eliminated by t he  require- 
ment t h a t  i n  embedding one language i n  another t he re  i s  a corres?onding 
erhedding o f  t he  meanings of programs. "Implemented in", as a r e l a t i on  
between languages, then ceases t o  be an embedding s ince  the  meaning of 
( s ay )  TiiCONSE does not correspond t o  t he  meaning of tk.e r a t h e r  la rge  piece 
of ( s ay )  7ORTU:I' which would be in  t he  irnplemeztatior. (ac t i la l ly ,  severa l  
pieces s ca t t e r ed  about t he  pmgram but r e l a t e d  by context . )  The fo rce r  
has t o  do, presumably, with goals and f a c t s  and such th ings :  t he  l a t t e r ,  
probrnly,  with a r i t hme t i c  r e i a t l onsh ips  Setween nu~3er-s which represent  
l i s t  s t ruc tu re s  i n  some way. 

. . 
. . I n  saying a j l  t , i s ,  one zcs t  adrnlt ?>'at :5e-e i s  - a c t  for-e I n  r-.? 

;-s:z~or? ?hat  ~t IS  703 ea r ly  I:, .A1 t o  s e t t l e  c:. partlcslarq s2nei.e~ ;il:'-. - .  . . 
::xed semanrics. Accoralrig t c  t - 2 s  v : e ~ ~ ,  S I  yozrarns s:,ccld be i ? ; l e r e r ~ e d  
using a l i  possLble prcgrar-mir.6 s~: i l :  and ingen;i::: ant we snoulci leave ro  
t:ie fu tu re  the (perhaps r a t h e r  a r i d )  task  of t i d y i i ? ~ - u ~ ,  ?uci ~ l e - ~  good 
.'.; work :.as Lee- done from tkis s t a n d ~ i n t ,  a:id will n ~ o L i ? : ~ ~  ? A  c!cnti:.de To 
;e ti0r.e. I 20 not wish. t o  g i v e  the  impression cf  a rp l ing  again;? r r a p a t i c  
expediency i n  u r i t i i l g  ad-~anced prograins. 3ut I .do f e e l  -nat i t  1,: zct too 
earLy t o  Cnvestigate scnemes with o ~ g a n i s ~ d  seza i i+ l c se  b o t h  a n  eeiieral 
,-ro.,:.cis of i cno ia r l i nes s  axd because 1 >eL;evo rr.3: -ab.-. , r . . c les  fir? 



ul t imate ly  s a s i e r  t a  use i r r  ~ ~ r e g r m i n g .  

2. L ingu i s t i c  and d i ~ e c t  ~ep rese rn t a t ions  

Several  authors  have dm"hr7t a t t e n t i o n  t o  a  d i s t i n c t i o n  between reare- 
s en t a t ions  cons i s t i ng  of a  descr ip t ion  i n  some Language and m p m s e n t a t i o n s  
which a m  i n  some sense  more d i r e c t  models o s  p i c tu re s  of t h e  th ings  repre- 
sented.  I f i r s t  met t h i s  d i s t i n c t i o n  in  [ d l ,  and it has been more 
recent ly  emphasised by Sloman C24. It  seem$ t o  be c l e a r l y  important but 
I have met with su rp r i s ing  d i f f i c u l t y  i n  t ry ing  t o  make t h e  d i s t i n c t i o n  
prec ise .  

One problem i s  t o  su i t ab ly  define what is meant by a  desc r ip t ive  
language, f o r  we must not  beg t h e  question by being too  r e s t r i c t i v e  i n  
our  d e f i n i t i o n s  of language. Thus Sloman's emphasis on what he c a l l s  
analogica l  r ep re sen ta t ions  is r e a l l y  a  p l ea  f o r  t he  considera t ion  o f  a  
wider c l a s s  o f  languages than those i n  which t h e  only semantic pr imi t ive  
is t h e  app l i ca t ion  of a  function t o  arguments (Sloman's term is 'Fregean' 
languages, l i k e  p red ica t e  ca lculus  and PLANNER. Some authors  seem t o  have 
in t e rp re t ed  Sloman a s  arguing aga!nst t h e  use of desc r ip t ive  representa t ions  
[3J, but t h i s  i s  a  misunderstand~ng. ) 

Another problem is t h a t  a  representa t ion  which appears t o  be a  d i r e c t  
model a t  one l e v e l  o f  ana lys i s ,  may, upon enquir ing  f u r t h e r ,  be i t s e l f  
represented  i n  a  desc r ip t ive  fashion,  so  t h a t  it becomes impossible t o  
descr ibe  t h e  o v e r a l l  representa t ion  a s  purely e i t h e r  one o r  t h e  o ther .  
For example, a  room may be d i r e c t l y  represented  by a  2-dimensional anmay 
of values which denote t h e  occupants o f  var ious  pos i t i ons  i n  t he  room: but 
t n i s  a r r ay  may i t s e l f  ne implemented by t h e  programing system a s  a  l i s t  of 
t r i p l e t s  < i , j , a [ i , j ]> ,  i .e .  by a  s o r t  o f  descr ip t ion .  It seems e s s e n t i a l ,  
t he re fo re ,  t o  use a  not ion  of level of representa t ion  i n  attempting t o  make 
the  d i s t i n c t i o n  prec ise .  

Third,  any r ep re sen ta t ion  must a l s o  be a  d i r e c t  representa t ion  of 
something. For, t he  pa t t e rn  of marks which i s  a  conf igura t ion  o f  t h e  
scheme, can convey meaning only by v i r t u e  of t h e  f a c t  t h a t  its p a r t s  a r e  
physica l ly  arranged i n  some d e f i n i t e  way. This physica l  arrangement has 
t o  be a  d i r e c t  representa t ion  of ( a t  l e a s t )  t he  way i n  which meanings o f  
some conf igura t ions  a r e  compounded i n t o  meanings o f  l a r g e r  conf igura t ions .  

Fourthly,  t h e  notion of d i r e c t  representa t ion  seems t o  depend upon 
some s i m i l a r i t y  between t h e  medium i n  which the  representa t ion  i s  embedded, 
and the  th ing  represented.  Thus a  map o f  a  room i s  a  d i r e c t  representa t ion  
of t h e  s p a t i a l  r e l a t i onsh ips  ( i n  the  ho r i zon ta l  p l ace )  i n  the  room, by 
v i r tue  of t h e  s i m i l a r i t y  between the  2-dimensional plane of t h e  paper and 
t h e  2-dimensional plane of t he  f l o o r  of t he  mom. The paper i s  a  d i r e c t  
homomorph of t he  mom: they a r e  t h e  same s o r t  of s t r u c t u r e  (2-51 Euclidean 
space) ,  admit t ing  t h e  same s o r t s  of opera t ions  ( s l i d i n g ,  r o t a t i o n ,  measure- 
ment), but t h e  map i s  a  s imp l i f i ca t ion  of t h e  r e a l i t y ,  i n  t h e  sense t h a t  
ce r t a in  proper t ies  present i n  r e a l i t y  (colour ,  exact shapes, e t c . )  and 
ce r t a in  r e l a t i o n s  ( t h e  t h i r d  dimension, comparisons of va lue)  a r e  missing 
in  the  map. Another example i s  an ordered vector of items in  a  core 
s t o r e :  here t he  medium i s  t he  address s t r u c t u r e  o f  t he  s t o r e ,  which is 
s imi l a r  t o  the  i n t ege r s  i n  respect  of i t s  order ing r e l a t i o n s h i p ,  but not 
( fo rample )  i n  respect  of i ts  c a r d i n a l i t y  ( s t o r e s  a r e  f i n i t e ) .  

Put t ing  a l l  t h i s  t oge the r ,  one a r r i v e s  a t  t he  f o l l o ~ i n g  general  
pos i t ion .  There a r e  th ings  ca l l ed  media i n  which one can const ruct  cer ta i r .  



gemnts  of marks i n  
o l d  between t h e  marks. 
'p r imi t ive '  syubols 

and a s e t  of - r u l e s  wnich def ine  new configcrrations i n  terms 
of o ld  ones. One g e t s  t he  usual  ideas  of parsing.  ( I t  could be mathe- 
mat ica l ly  i n t e r e s t i n g  t o  s ee  how much o f  formal language theory can be 
genera l i sed  t o  t h i s  s e t t i n g  from t h e  conventional ' s t r i n g '  case o f  1- 
dimensional media. One can c e r t a i n l y  def ine  context-free,  and context-  
s e n s i t i v e  g m m ,  but I am not so su re  about f i n i t e - s t a t e ,  f o r  example.) 
A m d e l  f o r  such a language is provided by a s e t  o f  e n t i t i e s  a c t i n g  a s  
meanin s o f  t h e  pr imi t ive  symbols; and, f o r  each g r m a t i c a l  r u l e ,  a d & which de f ines  t he  meaning of t h e  configuration i n  terms o f  
the meanings of i ts  pa r t s .  (One needs va r i ab l e s  and variable-binding 
expressions a l s o ,  so  t h i s  account needs e labora t ion  and qua l i f i ca t ion ,  
but space does not  permit a f u l l  d iscuss ion. )  This,  so f a r ,  i s  t h e  usual 
Tarskian idea  of a t ru th-recurs ion,  genera l i sed  t o  t h i s  more genera l  notion 
of  language. But now, we a l s o  i n s i s t  t h a t  each medium-defined m l a t i o n  
used i n  const ruct ing  conf igura t ions  corresponds t o  a s imi l a r  r e l a t i o n  i n  
t he  meanings, and t h a t  t h e  representa t ion  is a s t r u c t u r a l  homomorph of 
t ne  r e a l i t y  with respect  t o  these  r e l a t i ons .  That is, the  meanings of 
conf igura t ions  must e x i s t  i n  a space which i s  s imi l a r  t o  t h e  represen- 
t i n g  medium, and t h e  s y n t a c t i c  r e l a t i o n s  which a r e  displayed _directly by 
the  symbol-configurations of t he  language, must mirror semantic r e l a t i o n s  
of t h e  corresponding kind. The d i r ec tnes s  of a d i r e c t  representa t ion  l i e s  
i n  t he  n a t w e  of t h e  r e l a t i o n s h i p  between t h e  conf igura t ions  and t h e  r e a l i t y  
tney represent  ( i t  is a r e l a t i o n  of homomorphism r a t h e r  than denota t ion) .  
A scheme is no t  d i r e c t  because of any s y n t a c t i c  f ea tu re s  (such a s  being 2 -  
dimensional) of its schemes, o r  because of any spec i a l  q u a l i t i e s  (such a s  
Deing continuous) of t h e  worlds it describes.  

I t  is poss ib le  t o  g ive  formal grammars f o r  simple maps, t o  emphasise 
how t h i s  account f i t s  t h e  f a c t s ,  along t h e  l i n e s  of Rosenfeld's i so ton ic  
grammars [IS]. To emphasise again: nap-making conventions a r e ,  i n  t h i s  
view, a language, of which t h e  maps a r e  expressions.  The r e l a t i onsh ip  of 
these  expressions t o  r e a l i t y  i s  t h a t  t h e  pr imi t ive  symbols denote f e a t u r e s  
of a t e r r a i n  i n  a way def ined by t h e  map key, and t h e  pos i t i ona l  r e l a t i on -  
sn ips  between symbols d i r e c t l y  d i sp l ay  corresponding r e l a t i onsh ips  between 
the  denoted f ea tu re s .  

In  e l e c t r i c a l  c i r c u i t  diagrams, l i n e s  joining symbols denoting 
components d i r e c t l y  denote,  i n  t h e i r  topologica l  s t r u c t u r e  t h i s  t i n e ,  t h e  
e l e c t r i c a l  connec t iv i t i e s  i n  t he  a c t u a l  c i r c u i t .  Another example is 
provided by t h e  simple na r r a t ive  convention. In "tie got up. He got 
b e s s e d .  He went out.  He walked t o  t he  shop ... ", we understand a time- 
sequence which i s  d i r e c t l y  denoted by the  order ing of t he  ( t i n e l e s s )  
separa te  proposi t ions .  This convention i s  a l so  used in  programing 
languages and cartoon s t r i p s ,  with t h e  same s o r t  of semantics. P. f i n a l  
exanple i s  provided by networks. A network i s  a configuration which i s  a 
r e l a t i o n a l  s t m c t w e . W e b  g r m a r s  a r e  t he  apprcpl-iate pars ixg device. 
Tke most obvious way of g iv ing t 'nis a semantics i s  55. declar ing  t h a t  a 
m i e ?  i s  any r e l a t i o n a l  s t r u c t u r e  inzo which the  netwnrk car. Fe :3orraimr- 
?:,ical:;, embedded. Accorainp, t o  t h i s  seenantics, a netr,:ork has ?he 
meaning a s  t h e  canjunction of predica te  ca lculus  a t o m  corresponding t o  
t s e  arcs of tne  netkork. ( I t  i s  a s t r a i zh t f c rva rd  exerc ise  5n system 
programming t o  convert a l i s t  of such bon ic  assert i0r.s  i n t o  a network, 
maresented  in t he  core-s tore  n e d i m  by using 'addresses1  as  the  d i r e c t  
analog of ' i s  connected t o ' ,  f o r  e f f i c i e n t  r e t r i e v a l . )  As we w i l l  s ee ,  
noxever, one can give  a r a t h e r  d i f f e r e n t  senar.tics t o  netbicsks, which makes 
Tnem more expressive in  an inpor tant  way. 



A !>ore coaplc.te and rigemus account of t h i s  w i l l  be publirhsd 
e;seuner,e. 'Pie e r  pmi71ea is  t o  f ind  a genera l  pfeacise cha rac t e r i -  
s a t i o c  of what is neanr by " r ed im"  and "similari ' .  1 am cumen t ly  working 
oil an a lgeu ra i c  accomt  ( i n  wa,icil a  na*diwz is a  ca tegory) ,  but it i s  not 
ye t  a l t oge the r  s a t i s f ac to r ] .  iSuggestions a r e  welcome,) 

The importance of a l l  tkLs, apa r t  *on t h e  i n t r i n s i c  i n t e n s t  of t he  
sub jec t ,  seems t o  me t o  l i e  i n  t h r e e  points .  ( 1 )  I t  shows t \ a t  d i r e c t  
representa t ions  are not  incompatible with l i n g u i s t i c  representa t ions ,  and 
can be given a  p rec i se  m d e l  ttasoi-y along Tarskian l i n e s  (which supports 
Slornan's view i n  p23 ). ( 2 )  It suggests ways in  which e f f i c i e n t  deductive 
systems may be genera l i sed  fm work i n  conrputational logic .  ( 3 )  The 
notion o f  'medium' captures  t r e  i des  of l e v e l s  of representa t ion  mentioned 
e a r l i e r .  For a  medium may no? be physica l ly  d r e c t l y  present ,  but may 
i t s e l f  be represented  by conf igura t ions  i n  some q u i t e  o the r  medium, a s  in 
t n e  a r r ay  example, O r  again,  cons ider  a  simulation language l i k e  SIIIIILA. 

This provides a  medium consis t ing  o f  processes and events and ce r t a in  
r e l a t i o n s  between them. This medium, taken i n  its own terms, g ives  a 
d i r e c t  representa t ion  o f  time wnich is of ten  extremely useful .  But i f  one 
=deeper, time i s  represented  i n  a  qu i t e  i n d i r e c t  way involving numerical 
desc r ip t ions  and long chains  of inference.  This 'looking-deeper' means 
not t r e a t i n g  SIMilLA a s  a  medium t o  be used t o  r ep re sen t ,  but r a t h e r  as  a - 
r e a l i t y  which i s  i t s e l f  represented  i n  some medium (say,  FORTRAN o r  
assembly language). The choice of pr imi t ive  r e l a t i onsh ips  def ines  both 
t h e  medium and t h e  level a t  which ana lys i s  w i l l  cease. 

This shows, i nc iden ta l ly ,  t h a t  Slonan's arguments f o r  t he  u t i l i t y  
of analogica l  r ep re sen ta t ions ,  based on t h e  idea  t h a t  they a r e  somehow 
more e f f i c i e n t  i n  use than Fwgean representa t ions ,  a r e  f a l l ac ious .  For 
an analogica l  r ep re sen ta t ion  may be embedded in  a  medium which i s  i t s e l f  
represented i n  a  Fregean way i n  some o the r  medium. Any discussion of 
e f f i c i ency  must take  i n t o  account the  computational p rope r t i e s  of t h e  
medium. 

3 .  Exhaustiveness and p l a s t i c i t y  - 
An important f a c t  about schemes with Tarskian semantics i s  t h a t  a  

configuration i n  such.a scherae is ,  i n  general ,  a  p a r t i a l  de sc r ip t ion  of 
tne  environment. I t  const ra ins  t he  form of a  s a t i s f y i n g  world, but does 
not ( in  gene ra l )  uniquely determine one. And even i f  it does uniquely 
determine a  world ( i s  ca t ego r i ca l ,  in the  t echn ica l  term ) x i s  f a c t  can 
only be determined by metamathematical ana lys i s :  t he re  i s  no sense in  
which one can say in  t n e  scheme i t s e l f ,  " t h i s  i s  a  conplete d e s c r i p t i o ~ " .  

!;ow t h i s  means t h a t  one has the opportunity of adding i n f o r m t i o n  
ad iic, f u r t h e r  sneci fy ing t h e  world. (Eence the  idea of conjunction -- 
a r i s e s  very na tu ra l ly ) .  The process of adding infornat ion  can be a r r e s t ed  
only by the  whole conf igura t ion  becoming incons i s t en t ,  i .e .  making an 
a s se r t i on  about t h e  world which i s  so  s t rong t h a t  no such world e x i s t s .  
Zifferer.t schemes w i l l  have e i f f e r e n t  p a r t i c u l a r  notions of consistent:!, 
zut t h i s  genera l  ou t i i ne  follows from the  & s t r a c t  p rcpe r t i e s  of t he  
s a t i s f a c t i o n  r e l a t i onsh ip  between c ~ ~ f i g d r a t i o n s  and worlds. This a i i l i t : :  
t o  accept new pieces  of In foma t ion  and t o  gradually accumulate rtnoriledge 
2iecerneal i s  one of t h e  most vali;ahle aspects  of Tarskian schemes. Thus, 
the  idea of a  'itnowledge base'  of Se?arate pieces of information,  t o  which 
new pieces can he added f r ee ly  without a  need,in p a r t i c u l a r ,  t o  pay a t t e n t t o n  
t o  contro l  flow o r  o the r  o r g m i s a t i o n a l  mat ters ,  i s  very f ami l i a r  and 
im?ortant. 



This p o s s i b i l i t y  o f  adding information is one aspect of  a scheme's 
l a s t i c i t y ,  i . e .  t h e  ease with which changes can be made t o  configurations 

en  the  scheme. P l a s t i c i t y  is e s s e n t i a l  f o r  non t r iv i a l  l e m i n g ,  and f o r  
any system working on l imi ted information i n  an uncertain world. 

tiowever, t he re  a r e  times when one does want t o  be ab le  t o  make a 
claim of exhaustiveness i n  a representat= For example, we might want 
t o  represent  t h a t  = t h e  r e l a t i o n s  o f  a c e r t a i n  kind, between the  e n t i t i e s  
represented i n  t h e  configuration, are a l s o  represented i n  the  configuration; 
o r ,  t h a t  a l l  t he  f a c t s  about some e n t i t y ,  which a r e  i n  some sense re levant  
t o  some p s l e m  o r  t a sk ,  a r e  present i n  t h e  configuration. 

One important example of  t he  need f o r  t h i s  s o r t  of assumption i s  t he  
well-known frame problem. Consider a t r a d i t i o n a l  descr ip t ion of the  
mnkey-bananas problem, i n  na tu ra l  English. How do you know the re  i s n ' t  
a rope from the  box, over two pulleys,  and down t o  t h e  bananas (so  t h a t  a s  
you move t h e  box, t he  bananas ascend out of reach)?* Well, we assume t h a t  
t h e  simple descr ip t ion has given us = t h e  =levant information t o  do with 
causal  chains i n  the  s i tua t ion :  we assume it is an exhaustive account of 
t he  machinery of the  room. Much of t h e  d i f f i c u l t y  of  t h e  frame problem 
l i e s  i n  t h e  impossibi l i ty  of  expressing t h i s  assumption i n  t he  r ed ica t e  
calculus.  (Using t h e  causal-connection theory developed i n  149, we could 
say t h e r e  was no causal  connection between the  box and t h e  bananas; b r  
t h a t  is not s t r i c t l y  t r u e :  the  monkey can throw one a t  t he  o the r ,  f o r  
example. In any case it is unsat is factory  a s  a general  solut ion. )  

(Parenthet ica l ly ,  I would l i k e  t o  take  t h i s  opportunity of  suggesting 
t h a t  we should s t o p  t a lk ing  about t h e  frame problem. There are, it is 
now c l e a r ,  s eve ra l  independent d i f f m t i e s  bound up in  t h e  normal formu- 
l a t i o n .  One was ju s t  noted; another is the  lack of  a good representa t ion 
of  the  way i n  which causal  chains follow t r a j e c t o r i e s  determined by mecha- 
nisms i n  t h e  environment; another is the  h e u r i s t i c  problem of  organising 
inferences  involving causal i ty .  The presence of s t a t e -va r i ab le s  i n  the  
language is not p a r t  of  t h e  problem, a s  some authors seem t o  have believed.) 

Another, r a t h e r  d i f f e r e n t ,  example of a claim of exhaustiveness i s  
provided by the  s o r t  of analogy reasoning epitomised by Evan's well-known 
program, and formalised i n  the  Merlin system [(6]. This is normally 
regarded a s  e s s e n t i a l l y  non-deductive reasoning, but it can be regarded 
a s  deductive reasoning from some r a t h e r  s t rong  hypotheses. Thus, suppose 
we decide t h a t  a ce r t a in  co l l ec t ion  of  propepties of  an individual ,  taken 
together ,  cons t i tu t e s  an exhaustive descr ip t ion of it, from a ce r t a in  
'point of view'. For example, we might say t h a t  a man was a mama1 with 
a nose and f ee t .  What could t h i s  mean? Well, it might mean t h a t  ce r t a in  
f a c t s  about men can be es tabl ished by the  use of these  proner t ies  only: 
t h a t  is ,an e s sen t i a l ly  proof-theoretic a s se r t ion .  Now, with t h i s  meaning, 
i f  we replace  the  p rope r t i e s  i n  the  descr ip t ion with o thers  (of t h e  same 
' t ype ' ,  i n  sone sense: e.g. with corres2onding s o r t  s t ruc tu res  i n  a m u l t i -  
s o r t ed  Logic), then corresponding f a c t s  can be es tabl ished r e i a t i v e  t o  
the  a l t e r n a t i v e  proper t ies .  Thus, in the  example of 1161, i f  a p ig  i s  a 
mama1 with a snout and t m t t e r s ,  then we can regard a p ig  a s  a man with 
a snout f o r  a nose and t r o t t e r s  f o r  f e e t .  The existence of the  'analogy' 
follows from tile (presumed) suff ic iency of the l i s t  of proper t ies .  I t  
fo l lous  deductively from the  claims expressed in the puta t ively  exhaustive 
descr ip t ionrof  men an6 pigs. 

*This example due t o  Alan Newell 



This  account  o f  a n a l 0 3  (which is  r e l a t e d  t o  IClingls ideas)  
s d g g e s t s  n a t w a l  explana t ion  o f  ( f o r  example) tire breakdown o f  an 
analogy ( t h e  c la im o f  exhaus t iveness  f a i l s :  e .g.  some p r o p e r t y  o f  rren 
needs ot , .er  nyr;ntiteses thdn t h e s e  of  noses cmd f e e t ) ,  and n a t u r a l l y  
r e l a t e s  k a i o g i c a l '  and 'deduc t ive1  reasoning.  

tiow, t n e r e  is a way i n  un ich  a d i r e c t  r e p r e s e n t a t i o n  can De 
cons idered  t o  be eatnailstive, by a s l i g h t  a l t e r a t i o n  t o  t n e  semantic 
r u l e s .  We may i n s i s t  t h a t  t h e  medium-defined r e l a t i o n s  o f  a  conf igura-  
t i o n  completely mirror t h e  cor responding  r e l a t i o n s  i n  t h e  r e a l i t y :  t h a t  
i s ,  t h a t  a  meditum-defined r e l a t i o n  h o l d s  between subconf igura t ions  if 
and only  i f  t h e  corresponding r e l a t i o n  holds  i n  t h e  s o r l d  betiieen t n e  
e n t i t i e s  denoted by t n e  subconf igura t ions .  Let u s  c a l l  such a re7"esen- 
t a t i o n ,  s t r o n g l y  d i r e c t .  

For example, a  map is s t w n g l y  d i m c t  i n  t h i s  sense :  t h e  2 -  
dimensional  s p a t i a l  r e l a t i o n s h i p  which hold  be tseen  t o m s ,  r i v e r s ,  e t c .  
a l s o  nold i n  t h e  map between t h e  symbols denot ing  them. (They a r e  aisa, 
o f t e n ,  exhaus t ive  i n  a s t r o n g e r  sense ;  t h a t  a l l  t h e  e n t i t i e s  (towns, 
r i v e r s )  p r e s e n t  i n  t h e  r e a l i t y  a r e  denoted by symbols i n  t h e  map. Thus 
we s a y ,  o f  a  map w i t h  a r i v e r  miss ing ,  t h a t  it i s  wrong, n o t  j u s t  incom- 
p l e t e .  :t mis leads  us because we assume t h a t  i f  a  r i v e r  i s n ' t  marked, 
it i s n ' t  t n e r e . )  

An example o f  a  d i r e c t  r e p r e s e n t a t i o n  which i s n ' t  s t r o n g l y  d i r e c t  
is provided by networks: a  r e l a t i o n  may w e l l  n o t  be d i sp layed  i n  t h e  
graph. However, we can a l s o  use networks as a s t r o n g l y  d i r e c t  represen-  
t a t i o n ,  i f  we cons ider  t h e  medium t o  be  t h e  a l g e b r a  o f  r e l a t i o n a l  
s t r u c t u r e s  w i t h  a given s i g n a t u r e .  Thus we would i n s i s t  t h a t  e i t h e r  all 
o r  none of t h e  i n s t a n c e s  o f  a c e r t a i n  r e l a t i o n  a r e  d i sp layed  i n  t h e  network. 
A f x y  t r e e  is a s t r o n g l y  d i r e c t  r e p r e s e n t a t i o n  i n  t h i s  s e n s e ,  r e l a t i v e  
t o  t h e  r e l a t i o n s h i p s  ' c h i l d  o f '  and 'marr ied ' .  With t h i s  semant ics ,  
(which can be s p e c i f i e d  a l g e b r a i c a l l y )  a  network is no longer  equiva lenr  
i n  meaning t o  t h e  s imple  conjunc t ion  o f  t h e  atomic f a c t s  r e p r e s e n t e d  i n  it. 
( I f  h e  c a l l  t h i s  conjunc t ion  C ,  it is  e q u i v a l e n t  t o  C wi th  t h e  added r u l e :  
i f  C 0 t h e n  1 0 ,  f o r  any atom 0 i n  t h e  a p p r o p r i a t e  vocabulary.  Winston's - 
use o f  n e G k s  t o  d e s c r i b e  concepts  [%I seems t o  be c l o s e r  t o  t h i s  
l a t t e r  semant ics  than  t o  t h e  former one,  f o r  example. 

In  unpublished work a t  S tanford ,  Ar thur  Thomas i s  developing a 
d i f f e r e n t  approach t o  combining exhaus t iveness  wi th  a Tarskian semant ics ,  
based on Hin t ikka ' s  'model sets'. 

S t rongly  d i r e c t  r e p r e s e n t a t i o n s  a r e  l e s s  p l a s t i c  than  d i rec t /Tars f i ian  
r e p r e s e n t a t i o n s ,  i n  t h a t  information cannot  be accumulated piecemeal  i n  
t h e a .  To add informat ion  t o  a s t r o n g l y  d i r e c t  r e p r e s e n t a t i o n  is t o  a l t e r  
t n e  in format ion  expressed by i r .  A l t e r a t i o n s ,  a s  opposed t o  mere a d m n s ,  
r a i s e  pronlerris o f  t h e i r  own. 

-. ine t r o b l e  with a l t e r a t i o n s  is  t h a t  t h e  information ?eir .g a l t e r e l  
ma] have been used earliei- a s  a premis i n  a deduct ion  o f  some kind.  Thus, 
o t h e r  p i e c e s  o f  in format ion  which obtair ,  t h e i r  suppor t  i n  some s e n s e ,  frcm 
t:ie a l t e r e d  Informat ion ,  a r e  now endangered,  and shoc ld  pro>&::? ts ye- 
examined. This seems t o  r e q u i r e  t h e  system t o  keep an e w i i c i t  recs?c  cf 
.:ow it f o r n e c  i t s  b e i i e f s :  a  . ; is tory of i t s  own t h i n k i n g .  And ?:;is s e e m  
>ror~i .ui tLveljr  expensive ( o f  e i t h e r  space o r  t ime:  one could recom?ute 
r a t h e r  t h a n  s t o r e ) ,  due t o  exponent ia l  f a c t o r s  i n  t h e  amo,mt o f  information 
r e q u i r e d ,  



Under same cbs l cmtances ,  i t  may bs poss ib le  t o  re-evaluate a 
b@:ief on c r i t e r i a  i ndepndan t  imam its o r i g i n a l  de r iva t ion ,  a s  f o r  
example i n  adjus t in$  t h e  f i t  of l i n e s  t o  a gray-level p i e t m  ( t h i s  
observation due to Aaron S l o m ) ,  but In  general  I do not think one 
can avoid t h e  pmblea .  

This d i l e m  insoluble .  There must be a c l eve r  s e r i e s  of 
compmraises which s t e e r  as between i t s  horns,  but I don't  know o f  any 
work i n  t h i s  d i m e t i o n .  

%re far-reaching a l t e r a t i o n s  t o  a representa t ion  which one can 
envisage include changes t o  t h e  bas i c  ontology, t o  t h e  s o r t s  o f  e n t i t y  
t o  which it r e f e r s .  The in t roduct ion  o f  substances i n t o  a schelue 
o r i en t ed  towards descr ib ing individuals  is such a change, f o r  e x a q l e  
( s ee  s ec t ion  6 ). Minsky and Papert LISJ !ive another r a t h e r  simpler 
example: t h e  change f r o m  a two-place relation of  support between ob jec t s  
t o  a support  r e l a t i o n  between an ob jec t  and a co l l ec t ion  of ob jec t s ,  
needed t o  descr ibe  e.g. an archway o r  a t ab l e .  As they remark, t h i s  
a l t e r a t i o n  seems t o  r equ i r e  a complete rebui ld ing of a l l  knowledge &out 
suppor t ,  f o r  t h e  a c t u a l  l o g i c a l  grammar of t he  a s se r t i ons  has changed. 
However, i n  t h i s  and s i m i l a r  cases one can see  t h e  general  ou t l i nes  of 
how it might be done. The fundamental s t e p  i s  t o  introduce t h e  new notion 
of support  a s  a new pr imi t ive  idea  ( t h i s  is t h e  r e a l l y  k r e a t i v e '  a c t ) ,  
and then def ine  t h e  o l d  notion i n  t e r n  of t h e  new one, i.e. regard the  
o ld  concept henceforth as an abbreviation f o r  its de f in i t i on  i n  terms o f  
t h e  new one. In t h e  example, support (a ,b)  would be defined a s  
support  (a,Cb]). This preserves t h e  o l d  theory of support a s  a spec i a l  
case of a new, more genera l ,  theory (which is y e t  t o  be defined).  There 
is, however, a s t rong  cons t r a in t  on t h e  new theory,  v iz .  t h a t  i t ' exp la ins '  
t h e  o l d  tneory. Thus, statements of t h e  new theory which t r a n s l a t e  s t a t e -  
ments of t he  o l d  theory  must be der ivable  ( i n  t he  new theory).  

This corresponds t o  t h e  idea  t h a t  t h e  a l t e r a t i o n  is somehow a 
refinement o f ,  o r  an improvement upon, t h e  former representa t ion .  A 
s i m i l a r  change, but i n  which t h e  new concept completely replaced the  
o l d e r  concept, which was r e j ec t ed  a s  wrong o r  unusable, could not be 
handled t h i s  way. 

This wnole i s sue  of p l a s t i c i t y  i n  representa t ion  is important not 
only f o r  learning,  but a l s o  f o r  everyday program development reasons,  and 
f o r  debugging. For we must be able  t o  modify and improve t h e  representa t ions  
of knowledge i n  t he  &grams we wr i t e ,  and t h i s  i s  of ten  f a r  from easy, 

4. Evident ia l  Reasoning 

There i s  a cont inual  need, e spec i a l ly  i n  perception,  t o  represent 
i n foma t Ion  concerned with one be l i e f  being evidence f o r  another.  It 
seems c l e a r  t n a t  one needs t o  maie reasonings concerning such matters 
e x p l i c i t  so  t n a t  tney can be properly r e l a t e d  t o  o ther  reasonings,  and 
can 'Ye adjus ted  in  t h e  l i g h t  of experience ( see  sec t ion  3 ) .  The problei. 
i s  how t o  aaequately e r e s s  the norlon of one knowledge-fragment ( o r  
col:ectlon of f r a p e n h n g  'good evidence' f o r  another. 

There seen t o  be seve ra l  notions of good evidence, but a l l  can be 
put i n t c  a common framework: A i s  g o d  evidence for B (under assumption 
Th, say) i f  the  conjunction f A  & not E) i s  somehow uni ik ly  o r  implausible 
G: i f  t h i s  follows f r o m  E). TS, fo r  example, i f  A e n t a i l s  B then 8. 
i s  q good evidence f o r  a, f o r  the? ( A  g 9 )  i s  In 
Guzman s V O ~ K  [ 8 ]  back-to-back 'T's a r e  good evidenc s ion  of 





19~w, t h i s  mtadeduc t ive  i n f e r n t i o n  needs t o  Isc mado e x p l i c i t  and 
s s g e ~ a t s d  f m a  tth facterrai i n f a m t i o n  =presented in t he  s c h s m ,  f o r  
masons  of s s ~ a n t i c  c l a r i t y ,  p l m r i c i t y  and deductive ponak. For example, 
t h e  res idue  of PUNNER upon ssparzsting ou t  c o n t m l  i n f o m i i o n  I s  a  Logic 
wnictr re.seml?les i n t u i t i o n i s t  predica te  ca l cu lus  . Results l i k e  t h i s  
a m  impomnant: they g ive  us an i nk l ing  o f  how a  sammt ic  theory might be 
au t  together ,  (Unbstuna-hely, i n t u i t i o n i s t  Logic i t s e l f  has a r a t h e r  
mwky semwntics.1 The c o n t m l  in foma t ion  which can be r epwssn tad  in  
P W N E R  is r e t h r r  l imi t ed ,  a s  t h e  CONNIVER au thom enrphesise [233. Their 
so lu t ion ,  t o  give t h e  u se r  access  t o  t h e  iwlementa t ion  pr imi t ives  of 
PLMNEW, is houevar, s s m t h i n g  of a w t m g m d e  s t e p  (what a r e  CONNIER's 
semantics?),  al though prpnamaticelPy useful  and LqorPant  in t h e  sho r t  t e r n ,  
h h a t t e r  so lu t ion  is t o  give t h e  user  access  t o  a  meaningful s e t  of 
pr imi t ive  contra1  a h i i i t i a s  i n  en explici:  r ep re sen ta t iona l  scheme 
concerned with deductive contro l .  This is the  bas ic  idea  of t h e  GOWIX 
projec t  now underway a t  Essex E f f l .  

The problem is t o  f ind  a good s e t  of cont ro l  pr imi t ives .  Mhat 
cont ro l?  One answer t o  t h i s  is t o  pick on a  f ixed mechanism ( the  i n t e r -  
preter-)  associa ted  with t h e  language, and t o  r e l a t e  e o n t m l  t o  t h i s  
mechanism in .  mare o r  l e s s .  t h e  way an o rde r  code r e l a t e s  t o  an ac tua l  
computer. ~ ; t  t h i s  tends  f o  be i n f l e x i b l e  and a r b i t r e y .  The GOWX 
answer is t h a t  con t ro l  is a  desc r ip t ion  o f  t he  behaviour of t h e  i n t e r p r e t e r .  
The exact na ture  of t h e  i n t e m r e t e r  is not defined. only t h a t  it const ructs  . . 
proofs accarding t o  some predefined s t r u c t u r a l  ru l e s ,  The d e s c ~ i p t i o n s  i n  
cont ro l  a s se r t i ons  consisa in  i t s  behaviour more o r  l e s s  t i g h t l y .  I t  is, 
I bel ieve ,  important t h a t  con t ro l  i n f o m a t i o n  be represented in  a  scheme 
compatible with t h e  sehelne used f o r  ' f a c t u a l '  information,  so  t h a t  con t ro l  
can be involved i n  i n f e r e ~ i c e s ,  added t o ,  and changed. 

Control pr imi t ives  i n  GOLUX include predica tes  on, and r e l a t i o n s  
between, p a r t l y  const ructed  proofs i n  t he  search space; desc r ip t ions  of 
co l l ec t ions  of a s se r t i ons ;  and pr imi t ives  which descr ibe  temporal r e l a t i o n s  
between events such a s  t h e  achievement o f  a  goal (e .g ,  t h e  const ruct ion  of 
a  proof) .  The major source of d i f f i c u l t y  i s  t h e  tens ion between t h e  
expressive power of t hese  pr imi t ives  and t h e i ~  implementabflity: it i s  
important t h a t  they be s u f f i c i e n t l y  simple t h a t  t h e t r  t r u t h  can be rapidly  
t e s t e d  agains t  t he  a c t u a l  s t a t e .  

GOLUX is based on recent  ideas  i n  computational l og i c  !-10,/2]. 
Other authors  have a l s o  r ecen t ly  enphasised t n a t  computational l o g i c  pro- 
vides a powerful t h e o r e t i c a l  framework f o r  problem-solving and computational 
processes D4,2fI 171, although we a r e  not in complete agreement a s  t o  which 
is the  best franework. 

A cornor. a r ea  of d i f f i c u l t y  botn here and in  ev iden t i a l  reasoning is 
t o  get  a good notion of a  ' t heo ry ' :  an organised body o f  knowledge &?out 
some sue ject-area.  

E .  Substances, P a r t s  2nd kssezbl ies  - 
S v e q  re ; resenta t ional  scnene known t o  me i s  ;asel  u l t<mareiy ,  l i k e  

pree ica ie  c a i c u l s ,  on :he idea o f  separa te  Lncividuai en ' i i t ies  and 
r e l a t i o n s  between them. 

Eut our in t rwspect ive  world-picture a lso r.as q ~ i : e  d i f f e r en t  ' s t u f f ' ,  
viz.  s b s t a n c e s :  water,  c l ay ,  snow, s t e e l ,  wood. Linguis t ica l ly ,  these -- are meanrngs of mass terms. S w s t m ~ c e s  a r e  f~mdarnental:? ver"$ d i f f e r a ~ t  
f r o m  individuals ,  and i mow of no scheme wnich seems capable of s a t i s f a c -  
turilj nanaling them. I became aware of t h i s  y ro~i iem f m ~  reading 



We oeera  spa& ras though %&stance8 u e m  individuals  having 
p r a p e ~ t i e s  and r e l a r i c n s  one t o  another  and t o  ~sse conventional 
individuals :  s t e e l  is densa, b W  is t h i c k e r  than water,  h i s  head is 
made of wood. The reBstion of" sseew p a r r i c u l a r l y  important. 
But appearances we deceptive,  

Does s w a t e ~  is w e t '  mean t h e  salae a8 'all samples of wzter ilrs 
wet'? I th ink it doas: we c e r t s i n l y  want t o  be able  t o  i n f e r  from 
'water is wet\  t h a t  a t h i s  smpke of water is viet'. This suggestD a": 
f i r s t  s ighe  t h a t  we should treat  of s tu f f  a s  individua' is ,  w'lich 
see- f a i r l y  acceptable ,  But tk viduahs a= a l s o  r a t h e r  srpanpe, 
e spec i a l ly  fop f l u i d s .  I f  you pa t  together  two pieces of water yob get  
one p iece ,  not two: we have t o  speak of ~ u e  (of s t u f f )  before He 
can use ar i thmet ic .  ( I t  i s  s w f i c a n t  t h a t ,  a s  Piaget has shorn, 
children proper ly  unCesstand t ' r ?  concept of quan t i t y  only a t  qu i t e  a l a t e  
s t age  of development,) Horeove~, we should d i s t i ngu i sh  p rope r t j e s  which 
a piece o f  s t u f f  bas by v i r t u e  af  i ts  being a p iece  ( s i z e ,  shape),  f r o m  
those which it has by v i f t u e  of i t s  being made of s t u f f  (dens i ty ,  hardness, 
r i g i d i t y ) :  f o r  t h e  farmer, but not  t he  t a t t e r ,  can be e a s i l y  a l t e r e d  by 
physica l  manipalations.  It r e a l l y  seems t h a t  we cannot ge t  away f m m  
substances no mat ter  how hard w t r y .  

Let me emphasise t h a t  t h i s  problem is not a by-product of a nomin- 
list phi losophica l  pos i t i on ,  I have no ob jec t ions  t o  p la tonic ,  a b s t r a c t ,  
non-physical individuals .  That's not t h e  d i f f i c u l t y .  The d i f f i c u l t y  is 
s ind iv idua l s '  which appear and disappear ,  o r  merge one with another,  a t  
t he  s l i g h t e s t  provocation: f o r  they p lay  havoc with t he  model theory ,  

This seems t o  me t o  be one o f  t h e  most d i f f i c u l t  problems in  repre- 
s en t a t ion  theory a t  present .  The only way I can imagine handling 
substances is by regarding each substance a s  a ( spec i a l  s o r t  o f )  indivi -  
dual,  t o  which such p rope r t i e s  a s  hardness,  dens i ty ,  e t c .  a r e  a t t r i bu t ed .  
These individuals  can be  regarded as p la ton ic  i d e a l s ,  o r  a l t e r n a t i v e l y  a s  
t h e  physica l  t o t a l i t y  o f  a l l  samples of t h e  substance: you can take  your 
nominalism o r  leave  it. We have t h e  naPve axiom 

(e.g. : a lump o f  hard s t u f f  is hard).  

which t ransmits  p rope r t i e s  f n r ;  substances t o  p ieces  of them, (Caw i s  
needed: s t e e l  sh ips  f l o a t ,  f o r  example; a f a c t  which of ten  amazes young 
chi ldren . )  Eiotice t h i s  axiom is  f i r s t - o r d e r  ( i n  a sugared syntax).  
Quantity is now a funct ion  from (p i eces )X(s tu f f )  t o  some sca l e  of measwe- 
nent ,  so we can express conservation of quant i ty  through some physical  
a l t e r a t i o n  Q by: 

And so on. This works up t o  a po in t ,  but seems t o  F& t o  be e s s e n t i a l l y  
unsat i s fac tory .  

There i s  a c lose  analogy between being made of a substance,  and 3eing 
made u of a number of pa r t s .  And a corresponding analogy betueen uant i ty  & and number (of p-s). Sand and p i l e s  of small  pebbles :re 
intermediate cases:  and we often t r e a t  an assembly of individuals  a s  a 
f l u i d ,  e.g. a s  i n  " t r a f f i c  flow". The major d i f ference  seems t o  be t h a t  
d i f f e r e n t  s c a l e s  of measurement a r e  used i n  conunon-sense reasoning (but 
not i n  physics. where quant i ty  i s  number of atoms), a s  t h e  "paradox of t he  



heap" shows. "Pire runs a s  follows: a  heap with cane atone in  it is m a l l ,  
I f  you atid j u s t  one s tone  t o  a  slag11 heap, i t ' s  s t i l l  a  small  heap. 
hence by mtheme t i ca l  induction a l l  heaps a r e  senall. "re @'paradoxt cones 
by switching from the  i n f o m a 1  quant i ty  s c a k o f  'small-large'  t o  t he  
p r e c i s e  number sca le .  Induction is not  va l id  i n  t he  former, which ( f o r  
a x a ~ l e )  exh ib i t s  hys t e re s i s .  

Things rn of t en  made up of p a r t s  joined o r  r e l a t e d  in  s o w  way. 
Obvious exglnples a r e  physica l  ob jec t s  m d e  of p i eces  glued o r  assembled 
together :  cups, caps,  steam engines, animals. But t h e m  are other3: prourn= 
made up o f  subprocesses; t ime- in tervals  made up o f  times. The idea  of 
organised co l l ec t ions  o f  e n t i t i e s  being regarded themselves a s  e n t i t i e s  
penneates OW th inking,  

Now t h i s  f a c t  s t r i k e s  a t  t h e  roo t  of an ' individual-based'  ontology 
i n  t h e  same s o r t  of way t h a t  substances do. The only way of handling 
co l l ec t ions  i s  t o  count = t h e  co l l ec t ion  and its p a r t s  as  individuals ,  
r e l a t e d  by some s o r t  of made o f  o r  has-as-part r e l a t i on ,  But then these  
assembled individuals  behave i n  odd ways: they sometimes merge (two heaps 
make one heap) l i k e  p ieces  of s t u f f :  sometimes they can be disassembled, 
cease t o  e x i s t  f o r  a  time and then perhaps be reassembled: i s  it t h e  same 
individual?  (Our i n t u i t i o n  says:  yes ,  i n  most cases).  

Modal l og i c i ans  now have very e legant  semantic t heo r i e s  which can 
accommodate such odd behaviour in individuals .  But these  allow an 2 pa t t e rn  of vanishing, reappearing and changing proper'ties. The polnt  i s  
t o  f i n d  a  way of represent ing  the  f a c t  t h a t  composite individuals  have 
t h i s  spec i a l  way of vanishing (being taken a p a r t ) ,  and t o  d i s t i ngu i sh ,  f o r  
example, those  composites which cannot be reassembled (animals,  cups) from 
those t h a t  can ( ca r s ,  steam engines):  and t o  do a l l  t h i s  i n  a  framework 
which assumes t h a t  t h ings ,  by and l a rge ,  don' t  j u s t  vanish and reappear 
spontaneously. Composites a r e  thus  a  d i f f e r e n t  5 of  individual ,  in a 
very deep sense. 

A r e l a t e d  i s sue  is how t o  s t a t e  c r i t e r i a  upon which we r e i f y  a  
co l l ec t ion  i n t o  a  composite individual .  Physical  compactness is sometimes 
s u f f i c i e n t  ( a  heap), but not  always necessary ( the  wiring system of a  house),  
f o r  example. Of course,  one does not expect a  s ing le  general  answer, but 
I do not  know o f  any reasonable answers a t  a l l ,  even f o r  spec i a l  cases. 

I have already remarked on the  s i m i l a r i t i e s  between being made of 
( s t u f f )  and being made up o f  ( p a r t s ) .  I s  t h i s  anything more t h a d f a c n  i l e  
analogy? Is the re  some common framework in  which the  fundamental ontologi-  
c a l  not ion ,  r a t h e r  than exis tence ,  is space-occupancy? I t  might be useful  
t o  s t r i v e  f o r  a  representa t ion  which allowed t h e  simultaneous expression 
in  d i f f e r e n t  schemes of both ' ex is tence '  and 'space-occupancy'. (The 
schemes would, I believe,ve t o  be e s s e n t i a l l y  d i f f e r e n t . )  Indeed, i n  
a  crude way one can see  how i t  might be done d i r e c t l y  by "arrays of fac ts" :  
t he  ar ray  subsc r ip t s  g ive  one access v ia  s p a t i a l  r e l a t i o r s h i p s  t o  the l o c a l  
presence of ob jec t s ,  which :artake of = l a t ionsh ips  ( represented  by 
a networn, s a y )  between themselves and o the r ,  non-space-fi l l ing,  indivi -  
d . ~ a l s  (such a s  colours) .  Decomposabili-ty i s  indica ted  i?, the  ar ray  a l s o  
by 'break l i n e s '  wriicii separa te  the space i n t o  regions:  d i f f e r en t  s c r t s  
of connection could be f a i r i y  ea s i ly  handied (glued, detachab1.e .., ).  
3ut t h i s  i s  ve ry  crude and has s eve ra l  c r u c i a l  drawbacks (norably p l a s t i c i t y :  
imagine moving an ob jec t  tnrougn the  space, preserving i z s  shape.)  



Huch hear Ls p c n e ~ a t e d  $Y disputes  baaed o r~  c C % a s ~ i f f ~ a t i ~ ? b i b  which 
do not comesp8~1d wieh the  f a c t s ,  n r  ~ h i c h  a t  l e a s t  k v r  outlivaaf. t h e i r  
usef&ness, Tow sueb sm tha '"enerality vs, ewk;iertPsat"deata m ~ d  t he  
s o w  recen t  '$mccdwra vo, msemiona"  debate. @oth of these  aabae f r o m  
a r e v a s i o n  agains t  a g a n ' t i c ~ A w  s m l y  naive idea &out how 2s orgasrise 
i n t e l l i g e n t  p~a&r;nm, which m e  could (perhaps u n f a i r l y )  c a l l  t h e  genera?. 
problem-solver fal?iacy, C%pw Bap.pe9.t. c a l l s  it, t h e  a l i t d i n g  white 
' l ight theory.  

This was the  early SnstTence  that p m b l e ~ - s o l v i n g  nsthods nad t o  
be wrapped up i n   lack boxes ca l l ed  problem-solvers,  whose (canly) lnpuC 
was a problem and whose (only] cutput a  so lu t ion ,  ?x.ohlem-solvers were 
supposed t o  be a s  md as a s  poss ib le ,  One had nor: t o  
"cheate' by "givin bBm-s so lu t ion  i n  any sense,  o,g,  
by e p r o g l - a m b g  it o r  c l e v w l y  ceding t h e  problem i n  some we>r ( t h i s  is 
made e x p l i c i t  i n  [79 1, U ~ B r t u n a t e l y ,  of course,  t h i s  col?ect ion  of 
r u l e s  means that t he re  is of g e t t i n g  sa jecr-mat ter -dependant  
knowledge i n t o  t he  ulack b it eannat be t he re  ( v i o l a t e s  
gene ra l i t y ) ,  and it cannot be put i n t o  t he  pmblerr, ( c  and the re  
a r e n ' t  any o t h e r  inputs .  This is  a  ca r i ca tu re ,  but not much of a  cmice -  
t u re .  Mucn work i n  automatic theorem~proving wsls done with t h e  imp l i c i t  
idea  t h a t  t h e  theorem-provers were t o  be regarded a s  problem-solvcss i n  
t h i s  sense  (c.f .  t h e  widely P e l t  'need1 f o r  adequate cr i tcsr ia  of r e l a t i v e  
e f f i c i ency  o f  theorem-provers: "my problem-solver is more powerful than 
yours". (See [2,10] f o r  a  f a l l e r  d iscuss ion) ,  

The HIT school have now succeeded admhably  i n  des tmying  t h i s  idea, 
but unfor tunate ly  have got ten  it confuaed with some others ,  Stmely we 
need both gene ra l i t y  and expe r t i s e :  t h e  f a l l a c y  is not t h e  mphas i s  un 
g e n e r m Y ,  but t h e  i x s t e n c e  upon t h e  black box and t h e  "no c t~ea t ing"  
ru l e s .  The general  mechanism o f  means-end ana lys i s ,  h e u r i s t i c  search 
and computational l o g i c  should not be r e j ec t ed ,  but r a t h e r  incorporated 
i n t o  more f l e x i b l e  systems, s a t h e r  than wrapped up i n  closed 'pmhlern- 
s a lv ing  subrout ines '  o r  'methods' o r  whatever. Thus, t o  r e j e c t  ccmven'tional 
uniform theorem-proving s y s t e m  because they work with a s s e e i o n a l  r a t h e r  
than 'procedural '  languages, i s  t o  miss t he  point.  (Whether sl language k 
considered t o  be a  programing language c~r. not ,  i s  l a rge ly  a matrer of 
t a s t e ,  i n  any case. LISP can be regarded as  (an incomplete) higher-order 
predica te  ca lculus ,  o r  a s  a  --order appl ied  predica te  c s l cu lus :  
predica te  ca lculus  can be regarded a s  a  programing language, alt\ough bv 
i t s e l f  not a  very good one.) The fo rce  of t h e  MIT c r i t i c i s n  o f  computa- 
t i o n a l  l og i c  is d i r ec t ed  agains t  t h e  'problem-solverq view a d  i t s  conse- 
quences, e spec i a l ly  t h e  lack  of any access ib le  and manipulable ( p r o p a m a b l e )  
con t ro l  s t u c t u r e  i n  conventional tneorem-proving systems. The G O M X  system -- 
r e f e r r e d  t o  e a r l i e r  is an attempt t o  f i l l  t h i s  lack d i r e c t l y  with an 
e spec i a l ly  devised con t ro l  Language. 

A more recent a t t ack  on conventional theorem-~rcving 573 1s t ?a?  
it i s  t oo  concerned with "machine or iented"  log ic ,  and not e n o a h  with 
"numan or iented"  logic .  I confess t o  being qu i t e  unable t o  understand 
w:hat t h i s  could possibly man. 

7.2 Semantics 

Sorne authors ,  usual ly  concerned with conprehension of na tu ra l  EaViguage, 



w e  * % e m t i ~ ~  a s  6% v q u e  terra r o w h l y  e r p m ~ w  with 30 do ~ i t h  
mmiwsR, where t h i s  & e m s  t h e  a m  &% t o  do with @amam'. 
This B l L m r  a long and h o n o d l e  t m d i t E  i n  l i n g ~ i s t i e s  (c,  f. t h e  
use of such t e w s  as " s e m n t i c  w ~ k a r e "  m d  t h e  idea  t h a t  l i n g b i s t i c  
deep s t r u c t u r e  is sernmtics).  

I wish t o  e q h a s i s e  however t h a t  t h i s  is no t  t h e  s a m  usage a s  
that adopted hahe and i n  form11 logic ,  And it I bel ieve ,  very 
nislea&fng. It m i l i t a t e s  agairrat an understaan&ng o f  t h e  fundamnta l  
po in t  r b a t  t h e  man ing r  of l i n g u i s t i c  mpmss%ons  a r e  u l t imate ly  t o  be 
found i n  ex t r a - l i ngu i s t i c  e n t i t i e s :  cha i r s ,  people, enotions,  f luids. . . . .  

l e ,  Milks4 "aman t i c  uni ts"  [el a r e  s y n t a c t i c  
ob jec t s  i n  a s chemnowhem does he t ack le  t h e  d i f f i c u l t  and v i t a l  
pFoblem of descr ib ing exac t ly  what s o r t s  o f  ex t r a - l i ngu i s t i c  e n t i t i e s  
h i s  "semantic uni ts"  r e f e r  t o .  I t  is easy t o  say: we must have substances 
and things and .,. ; but what a r e  these?  There does seem t o  be the  
beginnxngs of some s o r t  o f  s k a m y  sepaentic theory behind Milks' formulae 
( ac t ions  have agents  which a r e  e m b a t e ,  e t c .  ), but it is not a r t i cu l a t ed :  
and i f  it were, a l l  t h e  problems I have discussed would p ~ m p t l y  appear. 
S imi lar  remarks apply t o  Schank's work c207, and others .  

I am not arguing t h a t  na tu ra l  language should be given an exten- 
s i o n a l  s e m a ~ c s .  I d i s t i ngu i sh  sharply  between a n a t u r a l  language, 
which i s  an informal and pmbably not even completely defined means of 
comunicat ion  in  t h e  r e a l  world ( i s  "Eh?" a sentence? Eh?), and a 
formal deductive scheme f o r  represent ing  knowledge. ( I t  has been suggested 
t o  me t h a t  t he  d i s t i n c t i o n  may be r e l a t e d  t o  Sassure ' s  d i s t i n c t i o n  between 
Langue and Parole ,  but I have not inves t iga ted  t h i s . )  I suspect t h a t  
those  who deny t h e  usefulness o f  extens ional  semantics would a l s o  deny 
t h e  v a l i d i t y  of t h i s  d i s t i nc t ion .  That i s  probably a pe r f ec t ly  respectable 
phi losophica l  pos i t ion:  but I submit t h a t  it is bad engineering. 

7 . 3  Fuzziness and Wooliness 

L Several  authors  have r ecen t ly  suggested t h a t  more exo t i c  l og i c s ,  
e spec i a l ly  'fuzzy log ic1 ,  a r e  necessary i n  order  t o  capture t h e  e s sen t i a l l y  
imprecise nature  o f  human deduction. While agreeing t h a t  we have t o  look 
beyond f i r s t - o r d e r  l o g i c ,  I f i n d  t h e  usual arguments advanced f o r  t he  use 
o f  fuzzy l o g i c  most unconvincing. 

In t rospect ion  does no t  suggest t o  me t h a t  i n t u i t i v e  reasonings a r e  
e s s e n t i a l l y  imprecise;  s t i l l  l e s s  t h a t  they a r e  p rec i se  i n  terms of a 
real-valued t ru th-value  i n  t h e  u n i t  i n t e r v a l  (which i s  what fuzzy log ic  
would have us accept ) .  Even ignoring in t rospec t ion ,  fuzzy log ic  does not 
seem very use fu l ,  f o r  where do a l l  those  numbers come from? (This i s  
NcCarthy's po in t . )  

The t y p i c a l  example brought forward t o  i l l u s t r a t e  t he  need f o r  fuzzy 
i o g i c  concerns t he  everyday use of such hods  as ' l a r g e ' ,  ' m a l l ' ,  ' o ld ' ,  
'expensive' .  licw it seems t o  me t h a t ,  when I say a heap i s  sxal?, X mean 
,%st  tha t .  I f  asked, " I s  nnat you say t rue?" ,  I will co r rec t ly  answer 
"yes", and aecome impatient w l t h  t n e  protagonis t .  '3ese are s r ec i5e  

;t---* 
K O P ~ S  but they r e f e r  t o  measuring s c a l e s ,  As remarked earlier, fo r  
e x a q l e ,  t!>e sca l e  ' sma l l - l a rgebexh ib i t s  d d i f f e m n r  topology from the  
in t ege r s  o r  fron m a 1  i n t e r v a l s :  it i s  mre iiice a to lerance  s race  
and it may nave hys t e re s i s  (an i n t e m e d i a t e  heap w i l l  be cor.sidered small 
i f  it oegan as smal l  and grew, ard  considered l a rge  i f  it began as  la rge  
and s h r a n ~ ) ,  and it may have gaps rn i t ,  The point  hcwever i s ,  t h a t  we 
should keep the  vagueness of t h e  s ca l e  losa l i s t ld  i n t o  2, r a the r  than 



l e t t i n g  it irnfact t ha  wl%ong&@ an tam%~t i a l  sgre?ta@, ThSa en"$hle@ di%Psmnt  
'fuzzy' ~ B ~ B U P ~ P L ~  s c&i l@~ ta -g is t ,  wUeh is i x t p e ~ n t .  Y@ shauld 
inves t iga t e  what t ro~Ps  o f  neaawmrmt scaLd6 e r e  u se fu l  fop ' I ~ F ~ O U S  

p q o s e s  . 
The most d r a s t i c  &te rn t ion  t o  t h e  actual l o g i c  sh ich  seer= t o  be 

needed t o  handle words l & e  t h i s  i s  t o  move f r o m  a 2-valued t o  a 3-valued 
log ic ,  and it is not &solvrtaly c l e a r  t h a t  even t h i s  s m l l  s t e p  i s  r e a l l y  
necessary.  

%.a view expr-essed hem is d i f f e m n t  f m  t h c  one I he16 sons years 
ago, I have become wm r e spec t fu l ,  s i nce  then,  of t h e  unexplored 
p o s s i b i l i t i e s  of predica te  b&c. 
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Abstract  
,- \ 

The concept of run-time s t r u c t u r e ,  expounded by S tans f i e~d ' " ,  i s  
explored i n  t h e  l i g h t  of i t s  age i n  a computer p rog rm cu r ren t ly  being 
developed t h a t  i s  t o  acquire  e na tu ra l  language. Special  f a c i l i t i e s  
have been prob'ided f o r  p r e g r m s  t o  modify and extend themselves by 
in t e r ac t ing  wi th  a record of t h e i r  behaviour and experience. 

Descr ip t ive  Terms 

Run-time s t r u c t u r e ,  con t ro l  s t r u c t u r e ,  l i s t  progranrming, procedural  
representa t ion ,  language acqu i s i t i on .  

1. Before the  programming system i s  descr ibed,  a b r i e f  o u t l i n e  w i l l  be 
given of the  app l i ca t ion  f o r  which i t  i s  being used. The program i s  t o  
acquire  a na tu ra l  language through the  medium of a te le typewri ter .  It 
begins wi th  no vocabulary and, on encountering an unfamiliar word, 
synthes ises  i t s  meaning by examining the s i t u a t i o n  i n  which it i s  found 
and const ruct ing  a sub-program. For ins tance ,  the  word a s t e r i s k  i s  
taught by making the  program p r i n t  an  a s t e r i s k  (by enclosing the  
in s t ruc t ion  i n  square parentheses) and then supplying the word. 

: ASTERISK 

In  t h i s  dialogue,  l i n e s  entered by the  human t u t o r  a r e  preceded by a colon; 
the  o the r s  a r e  pr in ted  by t h e  program. 

As a r e s u l t  of the  above sequence, a sub-program i s  wr i t t en  ( t he  t e x t  
appears i n  s ec t ion  4 below) and. i n  fu tu re ,  i t  w i l l  be executed whenever 
the  word "as ter isk"  i s  read ,  whether alone or a s  pa r t  of a sentence.  The 
e f f e c t  of running the  sub-program depends on the  context.  The word 
"pr in t"  causes "as ter isk"  t o  be in t e rp re t ed  i n  t he  imperative sense.  
It i s  taught thus.  

: PRINT A N  ASTERISK [(PRINT('*')] 

The teaching of "and", "a" and w i l l  not  be described he re .  
Ins tead,  numbers w i l l  be introduced s ince  they involve an i n t e r e s t i n g  new 
p r inc ip l e .  

: PRINT A N  ASTERISK A N D  A N  ASTERISK 

: TWO ASTERISKS 

In  the  f i r s t  l i n e ,  the  sub-program f o r  p r i n t  w i l l  i t s e l f  ca r ry  out 
the i n t e r p r e t a t i o n  of "an a s t e r i sk" .  The main prograrr, will then s e t  in / 
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/ i n  motion the  phrase " a d  an as ter isk" ,  In the  l a s t  l i n e ,  "two" is a 
n w  word and, a f t e r  "asterisksi '  (taken an s y n o n w u 8  with "as ter isk")  
has bean run ( i t  compares t he  i n s t ruc t ions  that cauaad two a s t e r i s k s  t o  
be  p r in t ed  this t b e  with t h e  o r i g i n a l  s ing le  i n s t r u c t i o n ) ,  "two" 
become s r soc i a t ed  with t h e  a s t e r i s k  l e f t  over.  

At t h i s  s t age  t h e  c ad t o  p r i n t  two astoriskrc would ba obeyed 
c o r r e c t l y  but t he  following inco r rec t  r e s u l t  would a l s o  occur. 

: PRINT TYO DOTS 

A second exaaple i s  necessary t o  de r ive  the  proper meaning. 

: PRINT A DOT WND A DO1 

: TWO DOTS 

A comparison takes p lace  wi th in  "two" and ou t  of t he  c o n f l i c t  between the 
given and the  expected,  i t s  meaning i s  induced. It takes on the  funct ion  
of dup l i ca t ing  the  ob jec t  t h a t  follows i t .  Higher numbers a r e  s imi l a r .  

More d e t a i l s  w i l l  be given below a f t e r  an explanation of the  
programing system. The working of t he  following example i s  a l s o  
presented there .  The word "did" i s  introduced t o  the program i n  a 
ques t ion .  

: PRINT AN ASTERISK 

: D I D  YOU PRINT AN ASTERISK CPRINT( 'Y ' ) ;PRINT( 'E ' ) ;PRINT( 'S ' ) I  

YES 

"Did" now means: "Examine the  record of the  immediate pas t  t o  see  
whether the ac t ion  performed there  matches the  meaning of the r e s t  of the 
sentence following 'did '"  . The meaning of "did" can be extended t o  
r ep ly  "no" when the two do not match. 

: PRINT A COMMA 

As present ly  implemented, the  program can a l so  learn  to  answer 
questions l i k e :  "hhat d id  you p r i n t ? "  and "How many do t s  d id  you pr in t?" .  
I r  can a s soc i a t e  t he  numerals with s t r i n g s  of appropr ia te  length (e.g. 3 
with 'EEE'), and be taught t o  perform addi t ion  on t h m .  I t  i s  hoped to  
extecd these numerical c a p a b i l i t i e s  and t o  explore other concepts, such 
a s  that of time and of language as an a c t i v i t y  i n  its o m  r i g h t .  

The / 
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/The a p p l i c ~ t i o n  p r o g r m  wiLl rcrve  t o  i l l u s t r a t e  soma of t he  uses 
t o  Mhich t h e  progr ng -st= c a n b e  put .  The rpa tmdJ i31  be 
d e s c r i b d  by f i r s t  r h m i n g  b w  it f i t s  i n t o  the  h i s t o r i c a l  d w e l o m a n t  
of p r o g r m i n g .  Then itot unique a t t r i b u t e s  w i l l  be presented.  

2. "Programs t h a t  l r a o w d t  they arc doing" is a quota t ion  frcrnr 
S t ans f i e ld (1 )  reveal ing  the philosophy behind h i s  progr-fng system 
PROCESS 1. To have " p r o v w  t h a t  wr i t e  pr0grea-s" i s  not a new idea .  
LISP was invented by McClar~by e t  a 1  (2) with t h e  express purpose (as 
s t a t e d  i n  t he  l a s t  paragraph of the  in t roduct ion  t o  t he  manual) of 
permi t t ing  programs t o  a c t  on programs. Programs i n  LISP a r e  s tored  
with each i n s t r u c t i o n  conta in ing an e x p l i c i t  pointer  t o  the  next ( i .e .  i n  
a l i s t )  so  t h a t  changes a r e  convenient t o  make. An equally important 
f a c t  about LISP i s  i t s  funct ioning a s  an i n t e r p r e t e r ;  programs a r e  not 
converted t o  another form f o r  execution.  This makes it poss ib le  f o r  a 
program i n  temporarily i n t e r rup ted  execution t o  be modified by another 
program, o r  even t o  modify i t s e l f  without i n t e r rup t ion .  Such f a c i l i t i e s  
a r e  presented below i n  s ec t ion  3. 

A convenience provided by most programing languages i s  the  
procedure - a l s o  known a s  t h e  sub-program, sub-routine o r  funct ion .  I n  
FORTRAN and s imi l a r  systems t h e  flow of con t ro l  through a number of 
funct ions  follows a h i e r a rch ica l  d i sc ip l ine .  D i s sa t i s f ac t ion  with t he  
r i g i d i t y  of t h i s  kind of con t ro l  s t r u c t u r e  has led  t o  the  development of 
back-tracking (3) and generalized jumps (4 ) .  A formulation of 
generalized jumps independent of a goal formalism i s  found i n  (5). The 
i n t u i t i v e  advantages of procedures ( funct ions ,  e t c . )  a r e  r e t a ined  while 
some of the  f l e x i b i l i t y  of machine-level programing i s  r e s to red .  

As wel l  a s  providing such f l e x i b i l i t y ,  S t ans f i e ld  (1) had the  idea  
of making ava i l ab l e  t o  t he  program a r ep re sen ta t ion  of t h e  con t ro l  
s t r u c t u r e ,  known a s  the  run-time s t r u c t u r e .  Now a procedure may inspect  
a record of which procedures were previously invoked and a r e  poss ib ly  
awaiting a r e s u l t .  The procedure might send a r e s u l t  d i r e c t l y  t o  t he  
one expecting i t ,  bypassing the  in tervening hierarchy,  or indeed take any 
ac t ion  a t  a l l ,  a f t e r  obta in ing t h i s  information.  By sending a r e s u l t ,  
of course,  con t ro l  i s  a l s o  t r ans fe r r ed  t o  t he  procedure receiv ing t h a t  
r e s u l t .  However, t he  run-time s t r u c t u r e  represent ing  the execution of 
the  lower l e v e l  procedure is s t i l l  ava i l ab l e  and can be s tored  f o r  a 
r e s t a r t  a t  a poss ib le  time i n  the  fu tu re .  The execution of a procedure 
i s  a process (hence the  name PROCESS 1 )  and the run-time s t r u c t u r e  t h a t  
has been furnished a t  the  time of t r a n s f e r  of con t ro l  represents  a 
suspended process.  There can be any number of suspended processes saved 
by a program. I n  addi t ion ,  t he re  i s  always one procedure a c t u a l l y  being 
executed. The execution of t h i s  procedure i s  knom a s  the  cu r r en t  
process and i t  too possesses a run-time s t r u c t u r e  ava i l ab l e  f o r  inspect ion  
and modification a t  any tirae. 

The format of a run-time s t r u c t u r e  i s  t h a t  i t  conta ins  one record 
f o r  each invocation of a procedure. This means t h a t  i f  a  procedure i s  
ca l l ed  seve ra l  times, a s  i n  recurs ion,  there  w i l l  be one record (an 
"ac t iva t ion  record") f o r  eacb c a l l .  I f ,  however, a process t h a t  
suspends i t s e l f  i s  l a t e r  r e s t a r t e d ,  the same a c t i v a t i o n  record w i l l  be 
employed again.  The record po in t s  t o  the next i n s t ruc t ion  t o  be 
executed i n  t he  t e x t  of the  procedure. These records a r e  chained 
together  on the  run-time s t r u c t u r e  s t a r t i n g  wi th  the  most recent  
a c t i v a t i o n  i n  the  process that the s t r u c t u r e  r ep re sen t s  and l i nk ing  back 
t o  t he  e a r l i e s t .  
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h sys tem of l e v e l s  i s  in t roduced  and is  used h e r e  t o  make t h e s e  
c h a i n 8  o f  r e c o r d s  more mamgeable ,  S t a n a f i e l d  d e s c r i b e s  a  method o f  
l e v e l  w\ap%barhg which I c a l l  P 'a&solute" .  I b v e  i m p l m e n t e d  PROCESS 1.5 
( 6 )  i n c o r p o r a t i n g  a b s o l u t e  and r e l a t i v e  l e v e l s  and t h e  d i s c u s s i o n  below 
r e f e r s  t o  t h e  l a t t e r ,  s i n c e  t h e y  a r e  t h e  ones  used i n  t h i s  a p p l i c a t i o n .  
A procedure  c a n  be  r t a r t d  by be ing  e i t h e r  c a l l e d  o r  run .  I f  i t  i s  
c a l l e d ,  i t a  a c t i v a t i o n  r e c o r d  a p p e a r s  i n  the run-time s t r u c t u r e  a n  t h e  
s a n e  l e v e l  ss i t 5  p r d e c e s s o r ;  i f  it i s  r u n ,  8 new 1eveL is  m d e .  

As an example c o n s i d e r  t h e  a n a l y s i s  o f  t h e  s e n t e n c e :  " P r i n t  two d o t s  
and a  c m ' "  Two o r  t h r e e  p rocedures  a r e  invo lved  i n  t h e  i n t e r p r e t a t i o n  
of each word, inclu$ing a t  l e a s t  one t h a t  i s  un ique  t o  t h e  word i n  
q u e s t i o n .  By t h e  u s e  of r u n  and c a l l ,  e a c h  word 's  p r o c e s s i n g  c a n  be  
c o n f i n e d  t o  a  s e p a r a t e  l e v e l ,  making p o s s i b l e  t h e  k ind  of  c o m u n i c a t i o n  
between words t h a t  w i l l  be  o u t l i n e d  when t h e  examples of  "did"  and "two" 
a r e  e x p l a i n e d .  

LWO 

d o t s  

F i g .  1 Flow of c o n t r o l  i n  i n t e r p r e t i n g  a  s e n t e n c e .  

The l e v e l s  make i t  n a t u r a l  t o  draw t h e  diagram of f i g .  1 i n  which 
they  a r e  numbered from t h e  p o i n t  of vier j  of t h e  p rocedures  invo lved  i n  
"dots"  o r  i n  "coma" .  Each d o m ~ ~ a r d  arrow r e p r e s e n t s  n r u n  t o  a new 
l e v e l .  Within e a c h  l e v e l  t h e  p r o c e s s i n g  f o r  t h e  word i n v o l v e s  c a l l i n g  
a p p r o p r i e t e  p rocedures .  If t h e  syn tax  of t h e  word demands t h e  
i n t e r p r e t a t i o n  of t h e  f o l l o w i n g  word o r  phrase  b e f o r e  p r o c e s s i n g  can  be 
completed,  t h e  p rocedure  f o r  t h e  ?cord w i l l  i t s e l f  c0ntai.n t h e  n e c e s s a r y  
r u n  i n s t r u c t i o n  t o  b r i n g  t h a t  a b o u t ,  The verb  " p r i n t q '  r e q u i r e s  a n  
o b j e c t  and so i r  r u n s  t h e  i n t e r p r e t a t i o n  of t h e  n e x t  phrase .  The rider 
"two" a l s o  r e q u i r e s  a n  o b j e c t  on which t o  perform i t s  d u p l i c a t i o n  f u n c t i o n .  
"Dots", on  t h e  o t h e r  hand,  h a s  no such requ i rement  and r e t u r n s  c o n t r o l  
back t o  "two". I t  may p a s s  c o n t r o l  back t o  any of t h e  l e v e l s  by means of  
t h e  o p e r a t i o n  " r i s e "  (a g e n e r a l i z a t i o n  of  " re tu rn"  i n  m n y  p r o g r a m i n g  
languages )  fol lowed by a  number: RRISE 1 knill r e t u r n  t o  t h e  d i c t i o n a r y  
p rocedure  (knorm a s  FIh7l) t h a t  c a l l e d  "dots"  on t h e  same l e v e l ,  RRISE 2 
w i l l  r e t u r n  t o  ' h o " ' ,  W I S E  3 t o  " p r i n t "  and RRlSE 6 :o ANALYSE. The 
numbers a r e  r e l a t i v e  t o  t h e  c u r r e n t  p rocess :  a f t e r  RRTSE 2 t o  "two" 
a n o t h e r  RRISE 2 goes t o  " p r i n t " .  I n  fig, 1 each upward arrow r e p r e s e n t s  
RRISE 2 .  The t o t a l  s t r u c t u r e  t h a t  you s e e  never  e x i s t s  a t  any i n s t a n t ,  
a l t h o u g h  i t  cou ld  be r e c o n s t r u c t e d  a z l t m a r i c a l l y .  The f i r s t  b ranch  i s  
b u i l t  and dese royed ,  fol lowed by :he seccn2,  a s  tne  words a r e  be ing  
i n t e r p r e t e d .  

An i n t e r e s t i n g  p r o p e r t y  of f i g .  1 i s  t?.at no t  g n l y  does i t  r e p r e s e n t  t h e  
f;ow of c o n t r o i  through t h e  p r c c e s s  of i n t e r p r e t a r i a n  b u t  i ?  cor -esponr?~  
L O  t h e  s y n t a c t i c  s t r u c t u r e  3f t h e  s e n t e n c e .  It can  be viewed as a  
p a r s i n g  t r e e .  According t o  b a l l i d a y  ( i ) ,  gram.ar imposes a second 
dimension or. t h e  l i n e a r  s u c c e s s i o n  of element5 Chat i s  t h e  s u b s t a n c e  of 
language and i t  does t h i s  by a  p rocess  of segmenta t ion  i n t o  u n i t s ,  
Syntax e x h i b i t s  t h e  shape  of t h e  F r o c e s s  of  comprehension; i t  i s  ene 
a s p e c t  of t h n t  e i n g l e  p r o c e s s .  



Vinograd (8) was a b l e  ta d m n e t r a t e  the  enormus power and 
f l e x i b i l i t y  gained by h i s  p m h y a  having a procedure represent ing  the  
meaning o f  each word. Hi6 arzrong a r g m n t s  f o r  t he  c lo se  i n t e r ac t ion  
of syntax and semantics c a r r y  g r e a t  convic t ion  and he used the  b e s t  
programling too l s  a v a i l a b l e  at t h a t  time, i.e. back-tracking, 
MICRO-PWER ( 9 )  and PR (10) t o  a e ~ i r t  t h a t  endeavour. But 
h i s  program s t i l l  possesses a reparable  s y n t a c t i c  component. 

With t h e  concept of run-rime s t r u c t u r e ,  it has been poss ib le  i n  the 
examples considered t o  incprpura te  both the  syn tac t i c  and senant ic  
a spec t s  of processing f o r  a m r d  i n t o  one procedure and the  learning 
process i s  g r e a t l y  s i m p l i f i d  by the consequent uniformity a s  compared 
wi th  a program which has a d i s t i n c t  syn tac t i c  component. Learning i s  
f u r t h e r  f a c i l i t a t e d  because i n  a run-time s t r u c t u r e  t he  procedure t h a t  
performs t h e  synthes is  f o r  a new word has ava i l ab l e  a representa t ion  of 
t he  whole a c t i v i t y  i n  progress ,  including l i n g u i s t i c  a c t i v i t y .  The 
method has  i n t u i t i v e  appeal because, f o r  one th ing,  t he  program w i l l  
answer a grammatically ill-fa-ed ques t ion  such a s :  "What did you printed" 
which most English speakers would understand. ("Printed a dot" would not 
be i n t e rp re t ed  a s  a coarmend, however). 

3 .  Another s u b s t a n t i a l  advance made by high l eve l  programming languages 
i s  t he  convention of naming a t e a s  of s torage ,  which a r e  then known as  
va r i ab l e s ,  r a t h e r  than numbering them. I n  a procedure, t he  programmer 
declares  the  names of va r i ab l e s  t o  be  used i n  that procedure. When i t  
i s  executed, space f o r  t he  va r i ab l e s  declared  i s  provided i n  the  
a c t i v a t i o n  record and whenever a value i s  assigned t o  a va r i ab l e  the  
value  i s  put i n t o  t h a t  space. This kind of v a r i a b l e  i s  l oca l .  I f  a 
name is mentioned without being declared then it r e f e r s  t o  t he  va r i ab l e  
of another procedure a d  i s  r e w e d  non-local. The r u l e  f o r  determining 
t o  which a c t i v a t i o n  record a non-local va r i ab l e  r e f e r s  i n  an ambiguous 
case  i s  t h e  binding convention. D y n d c  binding has  been found the most 
s u i t a b l e  when procedures a r e  annipula ted  a s  objec ts .  To quote Burs ta l l  
e t  a1  (11): "It allows funct ions  (i .e.  procedures) t o  be produced a s  the  
r e s u l t s  of o ther  funct ions  which i s  q u i t e  impract ica l  with t h e  ALGOL 60 
way of handling non-locals. This adds g r e a t l y  t o  the  power of the  
language". This point  of view has been borne out i n  the  app l i ca t ion  
program. The procedures for "what" and ''how many" include p a r t s  
adapted from the  synthes is ing  rout ines .  After inc lus ion t h e i r  non-local 
va r i ab l e s  automat ica l ly  r e f e r  t o  the  new environment without the  need f o r  
any t ex tua l  modif ica t ion .  I n  t h i s  r e spec t  PROCESS 1.5 d i f f e r s  completely 
from PROCESS 1. Dyaamic binding i s  used i n  LISP and POP-2 (11) . A 
f u l l e r  treatment of t h i s  matter ( the  frame problem) and i t s  extension t o  
processes a s  manipulable ob jec t s  i s  given i n  (6 ) .  

A record on the  r u n - t h e  s t r u c t u r e  i n  PROCESS 1 .5  conta ins  e l l  the 
information r e l evan t  t o  performing a process.  There i s  provis ion f o r  
programs t o  access  and modify, by name, the  value of any va r i ab l e  i n  any 
process.  

The p r imi t ive  i s  VALUE. As an example, the following w i l l  
i n i t i a t e  a process by running the funct ion  FUN which leads t o  a r i s e  back 
from a subordinate process.  The run-time s t r u c t u r e  f o r  t h a t  process i s  
supplied by t h e  systesn i n  a g lobal  va r i ab l e  CONTINLIE. The value of X 
and A w i l l  be assigned t o  Y and B i n  t he  subordinate process which w i l l  
then be resumed. 
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fiRUh'S PUN; VBL"JE(mSTW'UE, [ X  All->V&lrLUE(COhTmiE, B3) ; 
mL%s c m x m ;  

Thus these objects constitute a highly structured presentation of 
the entire state of the machine, since the records also provide access 
to the tat of the procedures whose execution they govern. It only 
ramins to describe the form of their text and to present the facilities 
for them to generate and manipulate one another. These are new and 
experimental facilities and do not appear in the earlier documentation 
for the system. 

The textual fonnat of a procedure is a sequence of instructions 
separated by semicolons. For example: 

RRUNS COMPARAND FINDASSOCS; 
CALL CHECKASSIGN : ASSIGN DIFFUN1 ; 

As implemented, PROCESS 1.5 will, in addition, accept statements in 
an extended POP-2 notation and convert them to the above form. In fact, 
the programs for this application are written in a hybrid language. In 
the basic form (illustrated above) each instruction begins with an 
operation (the operations are CALL, RRUNS, RRISE, ASSIGN, NOOP, GOTO, 
RUNS and RISE) followed by variable names or actual data. For every 
operation except GOT0 and ASSIGN, items in the instruction are placed on 
a push-down stack, An assignment removes items from the stack and 
places them into the variables specified. In the case of RISE and RRISE, 
the last entry on the stack is taken to be the level to which return is 
made. For CALL, RRUNS and RUNS, the last entry refers to the procedure 
to be invoked. RUNS and RISE perform as in PROCESS 1; RRUNS carries 
out the "run" function outlined in section 2. The performance of RRISE 
is also set out there. CALL initiates a procedure on the current level. 

If we prefix C- or NC- on to any of these they become conditional 
on the outcome of the preceding instruction. For instance, altering 
CALL CHECKASSIGN to CCALL CHECKASSIGN would cause the procedure to be 
called only if the result from FIh'DASSOCS was TRUE. Similarly, NCCALL 
would mean call only if the result was FALSE. This was devised so that 
choices would automatically leave a clear indication on the run-time 
structure of the fact that they arose and of which branch was taken. It 
was also designed for convenience in making changes to the text 
consequent upon the outcome of the conditional. Such amendments are 
essential in this application because a procedure will normally be 
generated from one situation and the ability to make later modifications 
in the light of new but related experience is of paramount importance. 

As a matter of fact, in the present program all the data are 
procedures except in the first stage of input froe the teletypewriter 
and that is soon converted to procedural form. As a result, the only 
source of conditionals is the comparing of two procedures. (Comparing 
two run-time structures reduces to a series of comparisons between the 
procedures to which they refer directly or indirectly). 

The program for comparing tr-c procedures is called DIFFERENCE. It 
will examine the first procedure to see if it contains the second and it 
will return the result TRUE or FALSE, accordingly. In the TRW case, 
it will also yield the difference between them in the form of two more 
procedures which will be the extra parts of the first procedure 
preceding and following the common portion. There is a special case 
of DIFFERENCE k k n m  as P W T I  which simply ascertains whether a i 



/a procedure conta ins  any text a t  a l l ,  Such s etieck i s  usual ly  
necessary a t  the  and of a s e r i e s  o f  DXFFEREHCZ opera t ions  d u r i ~ ~ g  which n 
procedure has been broken d m .  

Building procedures up a l s o  demands spec i a l  f a c i l i t i e s ,  a s  
procedures a r e  aome&at cr&rsone ob jec t s  t o  manipulate (mostly because 
of the  use of va r i ab l e s ) .  As with an9 programing ~ystenn, they can be 
typed i n  by the  user but the  ob jec t  here I s  t o  allow programs to  wr i t e  
them a s  well .  To a t a r t  a a m  procedure, a skeleton i a  f i r s t  c rea ted  by 
s c a l l  t o  mITPROC, which p laces  the  skele ton in a standard g lobal  
va r i ab l e  and makea i t  ava i l ab l e  t o  be assigned to  a va r i ab l e .  Additions 
can then be made t o  it using a program ca l l ed  ADD. An example appears 
below. Text i s  supplied by programs i n  t he  i n t e r n a l  PROCESS 1.5 form 
o r  i n  the  extended POP-2 form o r  a mixture of the  two. ( I t  i s  m i t t e n  
i n  square parentheses I I denoting a POP-2 l i s t ) .  Two procedures can 
a l so  be joined t o  produce a t h i r d .  

Another use f o r  the  program ADD i s  t o  i n s e r t  t e x t  i n t o  the middle 
o r  a t  the  beginning of a procedure. There i s  a method f o r  pos i t ioning 
a pointer  t o  a p a r t i c u l a r  i n s t ruc t ion  o r  pa r t  of an  in s t ruc t ion  before 
adding o r ,  a l t e r n a t i v e l y ,  de l e t i ng  t ex t .  The po in t e r s  a r e  s e t  up by 
means of t h e  funct ion  EDIT. After wr i t i ng  EDIT(ACT1ON); the procedure 
ACTION may be modified by means of var ious  search and d e l e t e  commands a s  
well a s  by use of ADD. There i s  spec i a l  provis ion  f o r  doing t h i s  i n  
conjunction with the  run-time s t r u c t u r e  when a procedure has been 
executed. I f  we w r i t e  EDPOSITION(PFTNDRET(1)); then the  procedure 
t h a t  invoked the  cu r r en t  one w i l l  be prepared f o r  modification with the 
po in t e r s  posit ioned a t  the p lace  i n  t he  t e x t  where the  c a l l  was made. 
For ins tance ,  i f  a DIFFERENCE t e s t  y i e ld s  an unexpected r e s u l t  and 
causes another procedure t o  be ca l l ed ,  the  i n s t ruc t ions  r e l a t ed  t o  the  
t e s t  (and the  values  of va r i ab l e s )  can be inspected and changed. In 
f a c t ,  t h i s  i s  the  normal way i n  t h i s  app l i ca t ion  by which procedures 
represent ing  the  meanings of words a r e  extended a f t e r  t h e i r  i n i t i a l  
synthes is .  Carrol l  (12) remarks t h a t  the  development of a word i n  
chi ld  language i s  f a r  more complex and i n t e r e s t i n g  a process than i t s  
i n i t i a l  acqu i s i t i on .  This i s  my j u s t i f i c a t i o n  f o r  seeking a method of 
procedural modification t h a t  i n t e r a c t s  with the  record of a process i n  
the run-time s t ruc tu re .  

* * * * * * * * * 
4 .  Two i l l u s t r a t i o n s  w i l l  be given of these  methods a t  work. The 
f i r s t  involves learning the  word "two" and the  second i s  the  "no" reply  
t o  questions beginning: "Did you pr in t" .  The teaching s i t u a t i o n s  were 
out l ined above and the  f i r s t  t o  be considered i s  "two a s t e r i sks" .  

The t e x t  of the  procedure ( s l i g h t l y  s impl i f ied)  f o r  the word 
"as ter isks"  i s  given below. You w i l l  r e c a l l  t h a t  the procedure to  be 
invoked appears a t  the  end of a CALL ins t ruc t ion .  

CALL MAKEASTERISK; 

CALL REFEREXCE RESULT DIFFERENCE; NCCALL XRESOLVE; 

ASSIGN DIFFl DIFFZ; 

CALL DIFFl PEMPTY; NCCALL EXRESOLVE; 

CALL DEFZ PEMPTY; NCCALL EXRESOLVE; 
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This procedure was synthesiaed i n  ern e a r l i e r  s i t u a t i o n ,  a s  was 
ASTERISK, which c o n s i s t s  of t he  following: 

CALL ZNITPROC; ASSIGN RESULT; 

CALL [GALL '*'PRlXT3 ADD; 

The processing f o r  t h i s  word i s  t o  genera te  a procedure f o r  p r in t ing  
an  a s t e r i s k  and t o  compare t h a t  procedure (s tored  i n  RESULT) with the  
REFEXeNCE which, by de fau l t ,  has previously been s e t  t o  the preceding 
ac t ion  i n  the dialogue ( i . e .  the  p r in t ing  of two a s t e r i s k s ) .  After the  
comparison, checks a r e  made t o  ensure t he re  i s  nothing l e f t  over. Each 
t e s t  i s  followed by a c a l l  t o  a resolving rout ine  condi t ional  upon the  
f a i l u r e  of t h a t  t e s t .  

I n  t he  "two a s t e r i sks"  s i t u a t i o n ,  where "two" i s  an  unknown word, 
processing cormences with a procedure known a s  SYNTHESISE with the  
ob jec t ive  of a sce r t a in ing  the  meaning of the  new word. It causes the  
word "as ter isks"  t o  be in t e rp re t ed  and the  code presented above i s  
executed, r e s u l t i n g  i n  a c a l l  t o  EXRESOLVE because DIFFl has been l e f t  
with t he  second a s t e r i s k .  The run-time s t r u c t u r e  i s  i l l u s t r a t e d  i n  
f i g .  2 ,  where FIND i s  the  procedure t h a t  l oca t e s  t he  meaning of a word. 
EXRESOLVE i s  a b l e  t o  e x t r a c t  t he  contents  of DIFFl from the  "as ter isks"  
procedure a t  l eve l  1 and, de tec t ing  the  presence of SYNTHESISE a t  l eve l  
2 ,  passes i t  the  information.  

FIND-> SYNTHESISE __zT_z 
\IM)-> "as ter isks"  -> EXRESOLVE 

Fig.  2 Run-time s t r u c t u r e  f o r  "two a s t e r i sks" .  The downward arrow 
ind ica t e s  RRLINS, the  upward one RRISE 2 ,  and the hoririontal 
arrows CALL. 

M t e r  the f i r s t  example, SYNTHESISE generates a procedure as  the 
meaning of "two". It i s  l i k e  the one f o r  "as ter isks"  shown above, 
except t h a t  MAKEASTERISK i s  replaced by a procedure t h a t  runs the 
imperative i n t e r p r e t a t i o n  of the following word before adding i t s  own 
a s t e r i s k  p r i n t i n g  i n s t r u c t i o n  on t o  RESULT. The imperative i s  forced 
by s e t t i n g  the point  of reference  to  a nu l l  value.  (Local var iables  
named REFEREXCE a r e  used t o  e l iminate  i n t e r f e rence  of contexts) .  

L'en i n  the  second s i t u a t i o n  two do t s  a r e  encountered, the 
assumption tha t  "two" j u s t  means an a s t e r i s k  i n  pa r t i cu l a r  circumstances 
i s  v io l a t ed  and the  program must seek a d i f f e r e n t  explanation.  In terms 
of code, t h a t  means t h a t  the  DIFFEREKCE comparison i n  "tcjo" f a i l e d  to  
match a procedure f o r  p r in t ing  two do t s  with one f o r  an a s t e r i s k  and a 
do t .  Consequently XRESOLVE was ca l l ed  with the task  of f inding a m t c h  
f o r  the a l i e n  procedure and i t  has a number of sources frorc which to  do 
t h i s .  These include t h a t  pa r t  of the  sentence preceding the word in  
ques t ion ,  the word o r  phrase immediately following, fu r the r  segoents of 
a long sentence and ac t ions  indicated by the  t34tor. In the present case ,  
the imperative i n t e r p r e t a t i o n  of the  following word does y ie ld  a match 
( i n  the  sense of a successful  DIFFERENCE operation) and recurs ion within 
XRESOLVE disposes of the  remainder from t h i s  comparison. Hotice t ha t  
XRESOLVE i s  a l s o  involved i n  the process of imperative i n t e rp re t a t i on :  
i f  REFERENCE is  n u l l  i t  cannot ~ e r f o r m  i t s  matching opera t ions  and 
i s sues  RRISE 2 ,  leaving the ac t ion  i n  the global v a r ~ a b l e  RESULT. 
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=SOLVE now synthes i@es a new procedure, again  l ike  "a s t e r i sks" ,  
wherein t he  equivalent of R-ASIERISK i s  a run of the  imperative 
i n t e s @ r e u r t l n  of t he  E o l ? d n g  w r d  and dup l i ca t ion  of t he  r e s u l t .  
=&SOLVE concludes by i n s e r t i %  a c a l l  t o  t he  new procedure i n  p lace  of 
t h e  c e l l  t o  XDSOLm i n  the  a r i g i n a l  vers ion of "two". (The r u ~ - t h e  
staracture i d e a t i f i a s  t he  locaeion of the  i n s t m e t i o n  t o  be modified). 
"Two" w i l l  now behave c o r r e r t t y ,  us ing the  o r i g i n a l  por t ion  when 
m d n i a g  a s t e r i s k s  and the  new por t ion  i n  o ther  contexts ,  including the  
imperative.  

The second i l l u s t r a t i o n  involves l ea rn ing  and extending the word 
"did" , which has a somewhat = re  e l abo ra t e  procedure than ' 'asterisks" 
but s t i l l  conta ins  DIFFERENCE t e s t s ,  the  main one being a comparison 
between the  po in t  of reference  ( the  pas t  ac t ion )  and the i n t e r p r e t a t i o n  
of t he  r e s t  of the  sentence. I n  the  "no" s i t u a t i o n  the  r e s u l t  of t he  
t e s t  i s  negat ive  and a c a l l  t o  XRESOLVE takes  p lace .  

I n  f a c t ,  none of the  r e d i e s  described y i e l d s  a match. The 
intended meaning i s ,  a f t e r  a l l ,  t h a t  t he  program should answer "no" 

when t h i s  p a r t i c u l a r  comparison f a i l s .  Thus XRESOLVE i s  once more 
required  t o  replace  the  c a l l  t o  i t s e l f .  An in s t ruc t ion  i s  subs t i t u t ed  
i n  "did" t h a t  w i l l  generate a procedure t o  p r i n t  "no" when the  comparison 
f a i l s  between the  po in t  of reference  and the  r e s u l t  of the  following 
c lause .  

That concludes t he  examples, which have been intended t o  i l l u s t r a t e  
how the  run-time s t r u c t u r e  presents  a record of t he  behaviour of a 
program i n  a way t h a t  i s  u se fu l ly  r e l a t e d  to  the  ac tua l  procedures t h a t  
g ive  r i s e  t o  t h a t  behaviour. This usefulness  has two aspects .  One i s  
t h a t  a procedure has access  t o  t he  context  i n  which it i s  ac t ing .  The 
o the r  i s  t h a t  t he  r i g h t  kind of i n f o r m t i o n  i s  ava i l ab l e  f o r  a program 
t o  expand and develop i t s e l f .  
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Abstract. Primitive conputiltional concepts, expressed in terms of 
neural nets, are created as a basis for a model of visual motion 
perception. These primitives are explicitly derived within the context 
of a complete visual system. 

I .  Introduction 

Our current goal is to produce a working model of visual motion 
perception, and to use this specific concern as an alley into visual 
perception as a whole. The main idea is to approach the problem on very 
broad grounds, keeping our motion perception "sub-system" open in the 
context of a complete visual system. 

We want our model to be a computational one, that is we want it to 
be expressed in terms of explicit computations which are detailed enough 
to be simulated on some computer or built into hardware. In building 
the model we want to use to the fullest possible extent the observations 
provided by Physiology and Psychology as basis for induction, and the 
general principles of computation offered by Computational Sciences as 
basis fo; deduction. we-want our model's Hchiebements to be at a human 
level of sophistication and its computational strategies to be as 
efficient as possible. It is important to realise that we do not claim 
that our model will necessarily be a model of human visual perception, 
not any more than we claim that it will necessarily be a model oE a 
computationally optimum visual system, but we do claim that the model will 
be perfectly suitable, at any stage of its construction, as a hypothetical 
statement about how the human system could work or about ho~i the optimum 
system could work. In fact the model has already shown its power as a 
source of hypotheses for Experimental Psychology by providing, at a very 
early stage of development, quite a strong theoretical framework for the 
prediction of a whole family of new visual phenomena which constitute a 
complete experimental paradigm for a part of the human visual system (1). 

Kow to represent computations, that is to talk about our model, we 
needed to choose a language. As primary language, i.e, the language 
which is used to express the node1 itself, we chose the language of neural 
nets; the reasons behind this choice are that first we consider neural 
nets as very suitable tools for "visual thinking" (i.e. they are easy to 
manipulate in one's head), and that secondly (and most inportantly) r;e 
consider then as very suitable tools for talking about parallel precessing 
as well as for talking about serial processing. As secondary language, 
i.e. the language of simulation for the neural nets, we chose POP-2 (for 
purely accidental reasons), but only a very small part of the model as i t  
stands 1 

(1) See Lamntagne, C., 1973. "A new experimental paradigm for the 
investigation of the secondary system of human visual motion 
perception", Perception, 2, 167-180. 



/stands at present has been siaulated; most of it i e  still only 
expressed in t a m  of the primary language, that is neural nets. This 
brings us to talk briefly about the stage whrieh our mdel has reached, 
and to outline which part of it will be described in this paper. 

Wftcr two end a half years of work along the lines sketched in the 
above paragraphs we have got to the stage where the mdel can detect ten 
different types of motion, and track objects involved in translatory 
notion relative to its retina. All ten types of notion are essentially 
interpreted as two-dbensional ones but we are in the process of 
developing a learning scheme to raise the level of interpretation to three 
dimensions. The two restrictions imposed on the system from the very 
beginning of the research are still holding; the mdel has a single eye 
(i.e. we are developing a monocular system), and the eye's retina is 
homgeneous (i.e. there is no duality in its receptors' structure). A 
m s t  important point is that as it stands now the model is highly 
homogeneous, being almost entirely built out of similar atomic processing 
structures, or primitives, combined and re-combined in all sorts of ways 
in order to reach the desired computational specificity; furthermore 
the planned extension of the model into the three-dimensionality involves 
using these same primitives as building blocks. The present paper will 
be exclusively devoted to the detailed description of these primitives, 
and this will be done in the explicit context of a complete visual system. 

2. Preliminaries. 

2.1 Input device: structurally detected features 

We should start by choosing as our input device a single homogeneous 
two-dimensional array of receptors sensitive to different light 
intensities, where a signal fired by any receptor would qualitatively 
represent a specific position (by construction, or structure, of the 
retina) and would quantitatively represent a specific intensity. This 
input device would allow us to work directly on "real world" visual 
stimuli. 

We will however adopt a slightly modified version of input device 
which is in every point similar to the one we just described but for the 
fact that it will not detect different intensities, being restricted to 
"all-or-none" responses to light intensities; moreover we will restrict 
the valid input stimuli to the class of bright line drawings on dark 
backgrounds. This modification is far from being as drastic as it might 
seem; we see it as equivalent to brirgingthe different intensities 
detected by the original input device down to 1's and 0's according to 
whether or not they reach a certain difference threshold when compared 
with their immediate neighhours. This computation wo~ld in fact bring 
out the contrasting elements in tte picebre, and this is exactly what we 
are doing by restricting t i l e  inpt stirculi to line cravings a r d  bringing 
the intensity discrimination to an '"11-or-none" mde. Since the 
problem of going fro% our s~mplified version of the input device to the 
originally desired one is i-ell defined and since cur simplified version 
is easier to handle in the process of building the visual system, we 
decided that we could wait until more important questions have been 
tackled before lifting the "line drawings" ccr.scraint or? the input device. 



/So l e t  us go ahead witb t he  a impl i f iad  version of tPe input  device,  
c a l l i n g  "primitive a-ray" or "re t ina"  l e a  a r r ay  of receptors ,  and c a l l i n 8  
"pr imi t ive  objec tsL '  the  i n f o m t i o n a l  e n t i t i e s  crea ted  by the  s p e c i f i c  
r e t i n a l  pos i t ions  detec ted  a t  t h i s  l eve l .  Is ahouhd be s t r e s sed  here 
t h a t  s ince  our input  devise  r e a c t s  i n  an all-or-none m m e x  t c  l i g h t  
i n t e n s i t i e s  f a l l i n g  on i t s  d i f f e r e n t  receptors  (0%- pos i t ions)  we a r c  l e f t  
with the  very general  piece of i n fo rma t i~ r r  "'there i s  l ight t" ,  which i s  of 
l i t t l e  he lp  when we a r e  f i gu r ing  out the  physica l  cons t ra jaes  around us. 
and the more he lp fu l  although r a the r  pr imi t ive  information about 
t h i s  l i g h t  f a l l s  on our r e t i n a .  The important point  to  not ice  here i s  
t ha t  however p r imi t ive  t h i s  b a s i c  information might seen, i t  i s  po ten t i a l l '  
very r i c h  i n  the sense t h a t  the  detec ted  f e a t u r e  " r e t i n a l  pos i t ion"  has 
a  r epe r to i r e  of values ( i . e .  " r e t i n a l  posit ion1'  i s  a  multi-valued 
f ea tu re ) ,  each receptor  on the r e t i n a  represent ing  one "value" of t h i s  
f ea tu re .  By combining these values i n  d i f f e r e n t  ways we can ge t  a t  new 
fea tu re s  wi th  t h e i r  own s e t s  of values which can themselves be combined 
i n t o  s t i l l  higher l eve l  f ea tu re s  with t h e i r  own s e t s  of va lues ,  and so on, 
We therefore  consider the main task  of any v i sua l  system as  being one of 
der iv ing f ea tu re s  by grouping and re-grouping values  of o the r  f ea tu re s  
under some c r i t e r i o n  o r  o ther ,  and consequently we consider the task  of 
def in ing a  v i sua l  system a s  being one of f inding the  adequate c r i t e r i a  
under which the  grouping should occur, i . e .  under which new fea tu re s  
should be derived. 

2 . 2  What i s  meant by "motion": main types of der ivable  f ea tu re s  

We can see  two main types of s t r a t egy  f o r  der iv ing new fea tu re s :  
analysing the  values  of a f e a t u r e  a s  they stand i n  one given moment, o r  
as  they s tand i n  successive moments. On t h i s  b a s i s  we w i l l  make the  
d i s t i n c t i o n  between two types of de r ivab le . f ea tu re s :  frozen f e a t u r e s  
which a r e  derived from d i f f e r e n t  values of some f ea tu re  detec ted  i n  one 
processing moment, and running f ea tu re s  which a r e  derived from d i f f e r e n t  
values of some f ea tu re  detec ted  i n  successive processing moments. 

For ins tance  l e t  us consider the  case where a  s t r a i g h t  l i n e  covering 
nine r e t i n a l  receptors  i s  used a s  st imulus and i s  ac tua l ly  projec ted  on 
to  the r e t i n a  a t  moment 1. Then a t  t h i s  moment 1 we have nine receptors  
f i r i n g  together ,  speci fy ing nine d i f f e r e n t  r e t i n a l  pos i t ions .  Since 
these r e t i n a l  pos i t i ons  a r e  d i r e c t l y  provided (or detected) by the  input 
device wi th in  but a  s ing le  moment we say t h a t  r e t i n a l  pos i t i on  i s  a  
frozen f ea tu re .  Now we go on t o  say t h a t  any higher level  f ea tu re  
derived from some o r  a l l  of those r e t i n a l  pos i t ions  alone ( i . e .  the 
r e t i n a l  pos i t i ons  worked ou t  i n  a  s ing le  moment) w i l l  i t s e l f  be a  frozen 
f ea tu re .  For ins tance  f inding out  t h a t  the "occupied" pos i t ions  or. the 
r e t i n a  a r e  adjacent ,  i n  a  s t r a i g h t  l i n e ,  i n  a  given c r i en t a t ion ,  and tha t  
there  a r e  nine of them c rea t e s  a s  many new frozen f ea tu re s .  

row i f  on the o ther  hand we concentrate on analysing values of 
f ea tu re s  de tec ted  through successive moments we can der ive  a  r a the r  
d i f f e r e n t  type of f ea tu re .  For instance l e t  us consider the case where 
we have the  same s t r a i g h t  l i n e  a s  before (with o r i e n t a t i o n  X ,  and s i z e  9) 
projected on to  the r e t i n a  a t  moment 1  but where, a t  nacment 0 ( i . e .  the 
moment j u s t  before moment 11, we had the l i n e  i n  a d i f f e r e n t  o r i en t a t ion  
and with a  d i f f e r e n t  s i z e  ( l e t  us say o r i en t a t ion  Y and s i z e  6 ) .  We can 
then say a  few more things about our l i n e  a t  moment 1, f o r  ins tance  we 
can say t h a t  (o r i en t a t ion )  X and ( s i ze )  9 s r e  values of f ea tu re s  which 
the / 



/ t h e  l i n e  possesses a t  moment I them the moment 
before,  and s imi l a r ly  we ca1.i s a  and ( s i ze )  6 a r e  
va lues  of f ea tu re s  which the l i n e  does no t  possess a t  mment 1 a f t e r  
possessing them the  mment before.  F u r t h e m r e  we can go on der iv ing 
m r c  f e a t u r e s  by r e l a t i n g  the  ac tua l  values which have undergone "death" 
o r  "birth" "om moment 0 t o  mcraent 1, der iv ing new ml t i -va lued  f ea tu re s  
which can themselves be analysed through time. The main point  here  i s  
t h a t  a l l  these  new fea tu re s  a r e  e s s e n t i a l l y  derived by comparing values 
of f ea tu re s  a s  they "flowf' through successive moments, and t h i s  i s  why 
we group a l l  these  f ea tu re s  under the general  l abe l  "running feature".  
We expect i t  t o  be c l e a r  by now tha t  computing running f e a t u r e s  i s  what 
rnotion perception i s  a l l  about, and t h a t  i t  i s  our c r i t e r i o n  f o r  def in ing 
the  boundaries of motion detec t ion  a s  a  s p e c i f i c  a b i l i t y  wi th in  the 
context  of a complete v i sua l  system. 

3 .  Primi t ive  and quasi-primitive running f ea tu re s  

In  t he  case of frozen f ea tu re s  i t  i s  easy t o  grasp the  f a c t  t h a t  
r e t i n a l  pos i t i on  i s  a  p r imi t ive  f ea tu re  i n  the  sense t h a t  i t  I s  j u s t  about 
the most bas i c  piece of information detec ted  by the  system, and t h a t  i t  
serves  a s  a  bas i s  f o r  der iv ing a l l  o ther  frozen f ea tu re s  de tec ted  by the  
system. The ques t ion  which we a r e  asking now i s :  can we f ind  a  pr imi t ive  
running f ea tu re  which c o n s t i t u t e s  t he  bas i s  f o r  der iv ing any other  running 
f ea tu re?  

The most pr imi t ive  running f ea tu re  which we found seems t o  f i t  q u i t e  
wel l  the  concept of a  pr imi t ive  f ea tu re ,  although it must be appreciated 
t h a t  a  running f ea tu re ,  s ince  i t  neces sa r i l y  r e s t s  on the temporal 
ana lys i s  of the  values  of some other f ea tu re ,  cannot be considered as  
being "completely" pr imi t ive .  Our pr imi t ive  running f ea tu re  however r e s t s  
on a  f rozen f ea tu re  which i s  even more pr imi t ive  than r e t i n a l  pos i t i on ,  
although any detec ted  value of r e t i n a l  pos i t i on  necessar i ly  spec i f i e s  i t ,  
and t h i s  f rozen f ea tu re  i s  the exis tence  s t a t e  of some value of some 
f ea tu re .  This r a t h e r  t r i v i a l  f ea tu re  ( i . e .  exis tence  s t a t e )  has two 
poss ib l e  values:  1 o r  O ( ex i s t i ng  o r  not e x i s t i n g ) .  Since the value of 
t h i s  f ea tu re  i s  d i r e c t l y  ava i l ab l e  a t  any moment from the  s igna l  t h a t  
represents  any value of any other  f ea tu re ,  we d id  not bother t o  t a l k  about 
i t s  de t ec t ion  as  a  separa te  frozen f ea tu re ;  but now it turns  out t ha t  
considering exis tence  s t a t e s  i s  necessary i n  order t o  compute the  pr imi t ive  
running f ea tu re  which we a r e  looking fo r .  This des i red  prirrktive running 
f ea tu re  w i l l  i n  f a c t  character ize  the type of change of exis tence  s t a t e  
fo r  any value of any f ea tu re  fron moment t o  mment, and we w i l l  c a l l  i t  
the " t r ans i s t ence  s t a t e "  (" t rans is tence"  meaning "existence through time") 
of the  value considered. 

In order to  understand what a l l  t h i s  means in  concrete terms we must 
f i r s t  r e a l i z e  t ha t  any ".rotion" involves some change i n  the values cf 
some f ea tu re  - e .g .  a  t r ans l a t i on  involves changes i n  values of t h e  
f ea tu re  "posit ion",  a  ro t a t i on  involves changes in  values of the f ea t c re  
"or ienta t ion" ,  an expansion (or a  cont rac t ion)  involves changes in  values 
of the f ea tu re  "s ize" ,  and an acce l e ra t ion  (or a  decelera t ion)  involves 
changes i n  the values of the fea ture  "speed". I t  fo!?cws t h a t  i n  order 
t o  analyse any motion the lowest l eve l  e s s e n t i a l  task  i s  t o  keep t rack  of 
what happens to  each poss ib le  value of rbe f ea tu re  concerned so tha t  a t  
every moment we a r e  aware of whit!? values come t o  exis tence  and w h i c h  
va lues  lose  i t .  This i s  where we need t r ans i s i ence  s t s t e s .  



As we said before, the cmiartencr; eta&e of sag value of some feature 
at any norrent is eith6.r b or 0,  and is directly available from tlaa signal 
that represento the valrre itself, The transistense skate oB a value is 
then worked out by pairing the existence stere of this value at any 
moment with its existence szate the momant before; we therefore have four 
possible tranlsistence states: 8-0 or t h e  'ktil& xbsent'httete, 0-1 or 
the 'bn" state, L-O or the "off" state, and L-l or the "still present" 
state. 

In the case of a single-valued feature (e-g. straightness of a line, 
concavity or convexirg, comecteaness, "squareneasWP, erc..,etc,..), the 
fingle value's transistence state has a "'globalB' signi.ficance whicuio 
fact makes motion impossible within the feature itself (i.e. "squareness" 
cannot possibly move); but in the case of a multi-valued feature (e.g. 
position) the transistence state of each value only tias a "local" 
significance. This local character of transistence states in the context 
of multi-valued features opens up a door for further running (and frozen) 
feature computing. k h t  we mean by "local characters' of transistence 
states is that they only refer to particular values, and that they do not 
convey any information about what is happening "globally" (through tine) 
in the "pool" of values which belong to the feature concerned. Such 
global events can only be grasped by grouping the different values in the 
"pool" under ftansistence states as criteria. This is in fact the way 
to get at notion itself, by comparing "off" values with "on" values ("off" 
and "on" being the crieeria for comparing such and such values) and 
deriving from this comparison what we will call the two quasi-primitive 
running features: direction and speed (or -of change in value a ~ d  
rate of change in value). It is indeed the case that when some motion - 
occurs different values of the feature involved succeed each other, that 
is one value goes "off" and another one goes "on" and direction and speed 
can only be derived by comparing the values which behave in this way. 

For instance if we consider the feature "orientation" with values 
ranging from 1 to 180, a motion within this feature (i.e. a rotation) 
could be something like this: at moment 1 orientation 45 turns "off" 
and orientation 46 turns "on", at moment 2 orientation 46 turns "off" 
and orientation 47 turns "on", at moment 3 orientation 47 turns "off" 
and orientation 48 turns "on", etc...etc.. Computing motion in such a 
case consists in identifying which value goes "off" and which value goes 
"on" and in deriving from them the fact that nothing has "globally" 
disappeared or appeared but that "something" has moved clockwise at a 
rate of one unit of resolution per unit of time. 

row to combine the actual values going "off" and "on" in order to get 
at direction and speed one needs to consider quite closely the actual 
feature involved, because there is no reason to believe that the same 
number and the same type of possible directions will have to be dealt with 
whatever feature happens to be considered, no more than we have reason to 
believe that the requirements for working out the rate of change will be 
uniform for all. We will not discuss the details of this just now, but 
will restrict the present discussion to acknowledging the complete?!: 
general principles of velocity detection and then concentrate on finding 
precise computational tools to suit them. 

The general principles of velocity detection (or of quasi-primitive 
running features computation) are on the one hand the analysis of the 
* /  



?- of difference (or "quahitative" difference) between 'buffi' and "on" 
values of some gglvein feature, and on the other haad the analysis of the 
mount of difference (or "'quantitative" difference) between the same 
("off" and. "on") values. The former type of analysis yields direction 
and the latter type yields speed. 

4. Computational concepts to deal with the primitive and the 
quasi-primitive running features 

What we want to do in this section is describe effective decision 
procedures which will act as precise computational concepts to represent 
the deriving of the primitive and the quasi-primitive running features. 
We want these corputational concepts to be simple enough to allow us to 
use them with complete control over their significance as we proceed from 
the embrionic state which our visual system is in at the moment up to the 
most sophisticated level which we wish the system to reach; and we want 
these concepts to be precise enough to allow us to build (explicitly in 
hardware or implicitly through simulation) actual systems which will carry 
out the type of computation which the concepts are meant to cover. 

4.1 Computing the primitive running feature (or transistence state): 
CDU's 

From what we have said in section 3, detecting the transistence state 
of some value of some feature involves a procedure which takes as input 
the existence state (either 1 or 0) of the value at some given moment, and, 
by pairing this existence state with the one detected the moment before, 
produces as output one of the four possible transistence states. An 
effective procedure which does just this is expressed by the network shown 
in Fig. 1. 
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Pig ,  2 ahozs e precdsc sitlliaelan &era tho network acsurt$ly campucee 
tragisistewe att;ra,s: kit mm%t b rha value which this grnrrieular rtetwosk 
happens to be set on is absaat, i.e. its r33stance 8tate is 0 Cand there 
is no signal alreizcly running in the network>; a t  moment 2 the value is 
present (it turns '"#I; O$ mmcnt 3 the .saEue i s  present again ( i t  
remins ""erils'), and nt w m n t  4 the value is absent (it turns 'bcff"). 

We can see from this exgmple that each possible matching (of the 
input at one moment with the input at the moment before) is represented by 
a specific outcome in the network: 0-1 (the "on" state) is specified by a 
signal in the upper output line, 1-1 (the "still present" ~tate) by a 
signal in the middle output line, 1-0 (the "off" state) by a signal in the 
lower output line, and 0-0 (the "still absent" state) by "none of these 
signals". Obviously one and only one of these possibilities is activated 
at any moment. The computation is achieved by using a delay loop to keep 
in the network the input received the moment before (memory requirement), 
and by a combination of activating and inhibiting signals controlled by 
thresholds at particular junction points to carry out the matching process 
and generate the specific output. This procedure is precise enough to he 
actualized in electronic hardware or simulated on a digital computer 
(using for instance straightforward Boolean functions) and is simple enough 
to be grasped in a single "glimpse" whenever needed. lie will hereafter 
refer to it as the Change Detection Unit (CDU). 

Before turning to the precise characterization of computing direction 
and speed, the quasi-primitive running features, we feel that we should 
make the following remarks concerning the CDU. 

First we want to stress the fact that since the CDU is designed to 
compute the transistence state of particular values of a given feature, if 
we want to keep an eye on every possible value of the feature then we have 
the choice between considering one single CDU as a "sub-routine" which is 
called to compute the transistence state of each value as the system 
exhaustively / 



/exhaustively goes from one to the next, or considering an individual CIPU 
for each possible value, thereby making pa~allel processing possible. 
The siqlicity of the CDU allowed us to choose the much more eatisfying 
parallel setup, which means tbt if the feature considered has A possible 
different values there will exist A different CDU's, each specifically 
linked to one particular value. 

Secondly we want to emphasise the general purpose character of the 
CDU. We tried to convey this characteristic by saying that the C W  
could compute the tsansistence state of any detected value of any detected 
feature, including of course transistence states themselves as detected 
values of a detected feature. Right now it might be obvious that the 
nature of the feature whose values are analysed through time interferes in 
no way with the analysis as such; but later on, when we start talking 
mostly about particular cases, it might happen that the general purpose 
character of the CDU drowns in the specificity of the context, and this 
could create undesirable misunderstandings. 

And thirdly we want to make it clear that we do not propose the CDU 
as an anatomical unit that will be found in actual nervous systems. The 
network which we are proposing is exclusively intended to be a conceptual 
tool to tackle the problem of motion perception. In other words any 
resemblance with any existing natural anatomical network is a pure 
coincidence. 

4.2 Computing the quasi-primitive running features (or direction and 
speed) : \rDU1s 

We saw in section 3 that the detection of speed and direction of 
motion is achieved by comparing the actual values which go "off" and "on" 
from moment to moment. What we want to discuss in this section is a 
precise scheme to carry out explicitly this comparison process. 

Since some transistence states (namely "off" and "on" states) are 
needed as criteria for choosing the relevant values for comparison, we 
clearly want to use the output from the CDU1s as a starting point. 
Knowing which values ought to be compared we then want to carry out a 
comparison which will yield the of difference (or direction of 
motion) and the amount of difference (or speed of motion) between the 
values. What we therefore propose is a network where "off" signals 
originating from our value-specific OU's (remember that we decided to 
link a CDU to every value of each detected feature) will "travel" along 
lines projecting in all possible directions through every feature's pool 
of value-specific CDUqs in search for "on" signals which will in fact be 
made to "cross" the"trave1ling off" lines at points which are specific 
to the respective values which they characterize; the "off" signals will 
keep track of the distance travelled by adding 1 to their quantitative 
content every time they meet an intersection with "on" lines where there 
is no "on" signal. So vhen an "off" signal meets an "on" signal at one 
of these intersections a velocity signal is triggered, the distance 
travelled by the "off" signal along the particular line specifying the 
speed of [notion (i.e. the amount of difference between the "off" value 
and the "on" value), and the ectual line which led the "off" signal to 
the "on" signal specifying the direction of motion (i.e. the g p  of 
difference between the "off" value and the "on" value). 

Such 1 



/Suck a scheme s;bviau&Iy requires a c s r e f ~ l  arrangement o f  the ChtG'e 
within every faatu+ePe pool of valuee, CDUss having to be set in a h i g h l y  
ordered way in order to a l b w  the '"off" signals to "spread outg' in an 
adequate way. Let us then see in more concrete term how all. this i 8  

achieved. Fig. 3 skews what the network would Look like for a single 
direction and from a single t3Uqs point a% view (i.e. only one CDU1s "off'" 
signal can travel along the Line in search for an "an"]). 

Fig. 4 shows an example of how this Velocity Detection Unit (BDU) 
would work for the case of an "off" signal computed by the first CDC and 
an "on" signal computed by the fifth CDU. 

ezc.. e x  



By choosing a  p a r t i c u l a r  f ea tu re ,  l e t  us say "orientation",  and 
follouaing it through t h e  network l e t  us  now t r y  t o * c l a r i f y  how t h i r  
network leads  t h e  system t o  compute speed and d i r e c t i o n  e f f i c i e n t l y  and 
f a s t .  In the case  of o r i e n t a t i o n  l e t  us  remind ourre lves  t h a t  we have a  
CDU t o  represent  each p a r t i c u l a r  o r i en t a t ion  ( i . e .  each value  of t he  
f e a t u r e  o r i en t a t ion )  which can be detec ted .  A l l  these  CDU's a r e  ordered 
i n  a  s i n g l e  l i n e ,  as  i n  f i gu re s  3 and 4; t he  order  according t o  which 
they a r e  s e t  should make the  d i s t ance  between any two of them correspond 
t o  the  d i f f e r ence  i n  amount between the  values which they speci fy .  In  
t h i s  way we make it poss ib le  t o  der ive  speed by computing the  ac tua l  
d i s t ance  between the  "off" value and the  "on" value over a  un i t  of time. 
Now a s  f a r  a s  the d i r e c t i o n  of na t ion  i s  concerned we have t o  r e a l i s e  
f i r s t  t h a t  i n  the case of o r i e n t a t i o n  there  a r e  only two poss ib l e  
d i r ec t ions :  clockwise and anti-clockwise ( t h i s  i s  i n  f a c t  t he  reason why 
we decided t o  put the  CDU's along a  s ing le  l i n e ) ;  these two d i r ec t ions  
can be accounted f o r  by having two " t r ave l l i ng  off"  l i n e s  l inked t o  our 
l i n e  of CW's,  one going from l e f t  t o  r i g h t  and the  o ther  one going from 
r i g h t  t o  l e f t .  I n  f a c t  what we would r e a l l y  need i s  a  ring of CDU's 
l inked t o  two c i r c u l a r  " t r ave l l i ng  o f f "  l i n e s ,  but there  is  no need t o  go 
i n t o  t h a t  f o r  the noment s ince  the general  idea  can be grasped qu i t e  
adequately from considering a  " s t r a igh t  l ine"  network. Fig .  5 shows how 
the  system would work f o r  two CDU's only,  an "off" s igna l  being detected 
a t  5' and an "on" s igna l  a t  10'. 

o' f 2' 7' T 6' 7- 8' 9' 10' 41' 

etc.. . etc  . . . 

Ne w i l l  c a l l  \'DL (Velocity Detention L'nit) of a given f ea tu re  the 
" t r a v e l l i n g  o f f "  l i n e s  setup f o r  t h i s  f ea tu re .  We hope Lhat i t  i s  now 
c l ea r  t h a t  VD?)Ufs can vary qu i t e  a  l o t  from one multi-valued f ea tu re  to  
another.  For ins tance ,  s ince  a  much grea ter  ~iumber of d i r ec t ions  of 
motion have t o  be accounted f o r ,  the t'DU required by the f ea tu re  "pos i t ion  
on the  r e t i na"  %ill be very d i f f e r e n t  frem t!le one we j u s t  saw f o r  
o r i e n t a t i o n .  Thinking about other poss ib le  multi-valued f ea tu re s  l i k e  
s i z e  o r  even speed and d i r ec t ion  themselves should br ing  enough evidence 
t o  cor.vince ar.yone of  t h e  need fcr d i f fer rz t t  t y p e s  of VDl"s. No~e~def ere/ 



/we want to stress tKat the general ccaaputing principles of a MrU as 
discussed in the above paragraphs whatever 
feature they happen to be  gaspf fried int about VDU'B 
is that their relative complexity does not allow them to process many 
velocities at the sarne time; a much too complex control system would be 
required to make this possible. In fact each WU will be allowed to work 
on one velocity only at a tbe, but we will have many VDU's working in 
parallel, each one coaputing velocity for its particular multi-valued 
feature. 

h%at comes out of a11 this is that every multi-valued feature for 
which we want to compute notion will have to be given its own set of GDU's 
(the number of CDU's in the set depending on the number of different values 
the particular feature allows) and its own VDU (the number and the lay-out 
ofl'travelling off" lines depending on the particular feature). In order 
to underline the unity inherent to this "pairing" of a set of CDU's with a 
particular M U  whenever we decide to compute motion for some multi-valued 
feature, we found a single label to cover it: Motion Detection Unit (MDU). 
An MW therefore is this two-storey network (CDU's over VDU) which we stick 
under the set of values of each multi-valued feature for which we want to 
compute motion. 

5. Conclusion: a glimpse at the rest of the story 

Reaching the level of MDU1s was the final step in defining primitives 
for motion perception. However we are very well aware of the fact that 
the power of any system rests as much on the way primitives are used as it 
rests on the primitives themselves. This is why we want to conclude this 
paper by at least hinting at how the simple primitives which we just 
described will be used to create a powerful visual system. 

We said in section 2.1 rhat for us the task of defining a visual 
system is one of finding the adequate criteria for grouping different 
values of different features into new values of new features. Since these 
criteria are always themselves abstracted from values of features we can 
say that values can be used either as criterion for grouping or as element 
for grouping. In the context of a who&e visual system this means for 
instance that frozen features can be derived by using some value(s) of a 
running feature as grouping crzrion ("frozen" meaning only that the 
actual values grouped together are all detected within the same processing 
moment). For example, a set of positions could be analysed as a line 
using as criterion for choosing these particular positions the fact that 
they are all moving in an identical way. This gives an idea of how 
running features can get entangled in matters other than straightforward 
motion detection, and of how intertwined frozen and running features can 
become. But there is more to it; even when we stick to our standard 
MDU1s we can get quite a lot done by applying them to the right multi- 
valued features (by the way we hope it is clear that KDU's can be, and 
will be, applied to running multi-valued features as well as to frozen 
ones). To realise this let us consider sticking an MDU to the set of 
values specified by our primitive frozen feature "retinal position"; 
this MDU would compute translation of "dats" relative to the retina, but 
would do it for one "dot" only at a time. If we want to see a line 
(i.e. a set of "dots") rotating we could then provide our system with as 
many MDU's as there are dots in the line, and relate their respective 
outputs in a way which is spezific to rotations. But much more simply / 



/simply we could go up one l eve l  by computing a s ing le  frozen f ea tu re ,  
narmly o r i en t a t ion ,  which could then be l inked t o  a s ing le  NDU ( t he  
general  purpose character  of CDU's and m u ' s  &ing t h i s  pe r f ec t ly  
l e g i t b a t e )  which m u l d  then compute r o t a t i o n  without problem. I f  one 
now t r i e s  t o  gene ra l i s e  t h i s  type of s t r a t e g y  t o  much more complex types 
of motions (going r i g h t  up t o  three-dimensional motion) one can get  a 
f e e l  f o r  what can be achieved by pu t t i ng  such simple s t ruc tu re s  a8 MDU's 
i n  the  r i g h t  p laces .  

Finding the  adequate f ea tu re s  f o r  running f ea tu re  computing, and 
discuss ing t h e i r  relevance a s  c r i t e r i a  f o r  der iv ing other types of 
required  f ea tu re s  const i tuee  our two twin preoccupations f o r  the l a s t  
eighteen months o r  so,  but  we won't go any deeper i n t o  t h i s  f o r  the  
moment, t he  scope of t he  present  paper having a l ready been outranged 
s u f f i c i e n t l y .  
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ABSTRACT 
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19741 The present report focuses on the generation of conditional statements and 
describes applications to mechanical assembly and symbolic manipulation problems. 

This research was supported in part by the Advanced Research Projects Agency of the 
Office of the Secretary of Defense under contracts [DAHC15-73-C-04351 and 
[F44620-73-C-0074) 



A potentially useful area of application fcr automatic program gemration Is the clsss 
of problem domains in which the solutions usualiy hwe the farm of program or plans 
containing r l ternrt iw paths for processing various c-s but very llttle looping 
structure or recursion. Let us say that the main complexity in the planning is the 
contingency or conditiond branch, although some loops may occur. Such problem 
domains include schduling (travel itineries, ofFm procedures) medical diagnosis, and 
machinery repair prccedures. Certainly, the problem of automatically genarating 
simple contingency plans correctly is important, and it is not an entirely 
straightforward business. 

I n  this paper we &scribe some methods for constructing contingency program that 
have been implemented in our system [Buchanan and Luckham 19741 We give 
examples within some possible areas of application, of the sort of conditional branching 
procedures that are generated by the system In addition, example 1 dealing with the 
generation of assembly and repair procedures for very simple machinery, seems to 
present a potentially practical context requiring much further research into such 
questions as differentiating the functions of various kinds of knowledge, and 
developing languages for describing those functions. The present system provides an 
experimental tool for such research 

The system requires as input a programming environment (called a FRAME) consisting 
mainly of primitive procedures and rules of composition (i.e., programming methods). A 
programming environment is defined using a declarative language, the FRAME language. 
The rules of inference, axioms and other logical facts expressed in this language are 
translated into a backtrack problem reduction system augmented by special search 
procedures. This system, which does most of the searching, recursively applies to a 
given goal the primitives and rules of the programming environment to generate 
subgoals whose solution will imply a solution to the goal. The basis of the Frame 
language is a free variable first order logic in which statements may have one of three 
truth values (TRUE, FALSE, or UNDETERMINED). 

When the system has generated 8 progrem satisfying the given input-output 
conditions, the user may incrementally extend the program by asking for another 
program which takes the output conditions of the first program as its input conditions. 
He can choose to have the solution program optimized according to some simple 
criteria, or generalized and placed on a library of non-primitive procedures. I f  the 
program contains conditional branches calling other procedures, he can choose to have 
those secondary procedures constructed. Figure 1 shows the main components of the 
system and how they interact. The system is implemented in LISP using primitives and 
backtracking facilities of Micro-Planner [Wewitt 1971, Sussman and Winogrixi 1972) 

The forms of the definitions of the elements of the programming enviornment, i.e. 
primitive procedures and rules of composition, correspond to axioms and rules of 
inference in a logic of programs currently used tc define the semantics of the 
programming language PASCAL [bare 1969, h a r e  and Wirth 1972; see also Igarashi, 
London, Luckham 1973) The contents of these definitions vary with the actual 
environment. Problem to bs solved are staled as pairs sf conditions, the initial input 



condi:ion and the gcsl output cadition whkh mry & r@gu&ed ti+% the \nprkt-output 
assertions esb Oermuras ,pa the logtc of p r q r r w ,  T b  ckantl~wtBon of r soaufion program 
may therefore be viewed r r  r rcarrch for r p r d  In ths keglc af programs that t b  
generated program oatisftss the g % v ~ n  Inpul-~utput rsmrtiom. W r  wrt~in  wfflticsnt 
conditions this approach @nrbtar m to prow t h ~ t  B k  ~rgartrm will eonotrwl correct 
progrsms. 

In the remainder of this 6ecti~n t h  kcgical basis md tb f ~ r m ~ ! i r m  used to &scr ik  
the programming environment will k rummarized. 

Figure 1. Main System Coarponenta 



We review briefly the stemants of an inference system for proving properties of 
program w e r e  1969) Further Ltai ls may k found in [Igarmhi, London, Luckham 
19733 

WTATION: x,yp,qv,w-variables, 
f& functions, 

sf, fumtional terms, 

G,P,Q,R,S, Boolean expressions (essentially 
formulas of first order logic with standard functions and predicates 
for equality, numbers, Iktt; and other data types), 

A,&& pragrsms a d  program parts in our 
Algol-like plan language, 

p,q, procedure names, 

0$3&. substitutions of terms for variables, also 
denoted by (<xct>). 

P(t) denotes the result of replacing x by t everywhere in 
P(x). 

cc,3 denotes the COMPOSITION of d and P; EccP 4Ed)fi for all 
expressions E. 

STATEMENTS of the logic are of three kinds. 

(i) Boolean expressions, (henceforth often called ASSERTIONS) 

(ii) stetements of the form P(AM where P,Q are Boolean expressions and A is a 
program or program part. 

P{A]Q means "if P is true of the input state and A halts (or halts normally in the case 
that A contains a GO TO to a label not in A) then Q is true of the output statem. 

(iii) Procedure declarations, p PROC K where p is a procedure name and K is a program 
(the body of p). 

A RULE OF INFEREKE is a transformation rule from the conjunction of a set of 
statements (premisses, say HI ,.,Y, ) to a statement (conclusion, say K) of kind (ii). 

Such rules are denoted by 



The mmapt of P m F  ia the 8ag3e of prqrrm /s Lflmd in t h  laclor% wry &r a 
04 strtements that are s i tk r  @arEorrrs csr o b l r i d  from pravtoue m r m b r r  of 
nee by a rule. A prcoi Zsgwrne is r prwf of its emd stafem@nl. 

M T A T m  use H 1s- B( trs &mta that K crn be ywovd by m s u m i q  H H I- K 
&not- t b  srme thing for fir61 c16r iogic. Ra9btem Sau fkm prcsgrrm gemrr29r to 
solve w e  darrtoteal by P\"?N. WbesR & w h s  that R is a first or&? consrqwMff of 14 
and tb the axioms of f. 

-- 

The logical rules used in th8 system are: 

R1. Rule of Consequence: P s w A } R  P{A)Q,@R ------- 
PW)R PIAIR 

FM. Rule of Concatenation: P{AN,Q(B]R ---------------- 
PiWJR 

R3. Rule of Invariance: if P(A)Q and IwFaP t h r ~  :(All' 
where F I Q A ( R : R ~ ~ ~ Q ~ F ~ - R ) }  

R4. Change of Variables: P(x)(A(x)]Q(x) --"-------------"--- 
RY )(A(y))O(Y) 

RS. Conditional: PnQ{A)R, PnGB)R 

P{IF Q THEN A ELSE B)R 

R6. Undetermined Values: if r0)G cannot ba solved a d  
irVF=-G) then G is UNDETERMINED in r. 

R7. Primitive Procedures: Tbs ruls defining p is an axiom of the form P{pJQ. 

RS. iterative Rules: An iterative rule definition containing the Efcolea~ 
expressions P(basis\,Q(loop invariant),R(iteration step goal),L(controi test) 
and G(rule goal) is 8 ruls of inference of form: 

P,IQ~Qdi?IR, R(PoMv4- 

P(WHILE L m ?;RIG 
where the free variables of R occur in Q end 99 is restricted to be a sequence 
of assignment statements. 

R9. Definitions: A definition of G in terms of P is a logical 
equivalence I-RG 

R10. Axioms: A axiom P :a @ bgical axiom [-P. 

106 



fn  the definition of a F ram F pravldad by ths user, imtanc~o of rules R7-a10 may bo 
given whereas rules R1-R6 are built into tha program cowtruction system. A problem 
is represented 8s the formula I(?& where I is on inpul assrrtEon or initial state and G 
is m output wwrt ion or goal and the objective is to generate I dolotion program for ? 
that transform I into G wing t h  rules of F. 

The abow summary does not include system rules for conditional wlgnments used in 
constructing loops, nor the strongest form of the rule of invariame [Buchsnan and 
Luckham 1974) 

1.2 FRAME LANGUAGE 

The Frame Iangusge consists of the following elements: 

1.2.1 ASSERTIONS: Boolean expressions are used as 'conditions in rules, axioms and 
problem representations. 

1.2.2 INPUT CONDITIONS: In specifying a problem I{?)G, the input condition (initial 
state) I is given by a conjunction of literals, 

1.2.3 AXIOMS: Axioms are stated in either of the forms RQ or P, where P and Q are 
assertions. They hold in all states and are used to complete a given state description 
by deduction of other elements of a state from those given. 

1.2.4 RULES: There are three types of rules: primitive procedures, definitions, and 
iterative rules. 

(a) A primitive procedure is specified by a name, an argument list, and its pre and post 
- conditions, i.e. 

P {f(xl ,.&r ))Q where P and Q are assertions in 

which xi,.,xk are free, and I is the procedure name. 
-. 

The variables are formal parameters of the procedure. T h y  may be 'bound" by 
substitution of actual parameters when the procedure is applied to a state. 

When a primitive procedure is defined it may be declared to be an ASSUMPTION. i f  it 
is used in a successful program construction, then the user is informed and is given the 
opportunity to carry out a structured program development of this non-primitive 
operation. This is described in [Buchanan and Lwkham 19741 

(b) A definitional rule is of the form RnS where R and S are assertions. The relation, S, 
is given as the post-cundition of the rule. The meaning of s definition is that 
whenever it is desired that S be true it is equivalent to estrbiish the truth of R A 
definition is often used to shorten assertions in rules by defining a single relation as 
equivalent to an often used condition. 

(c) Iterative rules specify conditions that ~f ssiiof~ed justify the assembly of a "while" 
l w p  to achieve the associated goal. They rrp imtrnees of t h  itersttive rule R8, and 
afar  &fined by giving: 



ti) A now,  eg. TLWP, (without par~mstsrok 
( i i )  A basis condition P. 
(iii) A loop invariant condition Q that swi f ies retations that 

must be true in t h  state prior to eech iteration 
(iv) An iteratian step co~ditton R that smiAes tb goals to k 

achieved during an execution of t h  loop body. 
(v) An iterative goal G, the condition considered achievable by 

the itertltive process. 
Qvi) A loop control test and an output assertion may be speclfed 

1.2.5 SPECIAL AXIOMS: After the rules and initial state have been defined the system 
requests the following information for esch predicate symbol P that has been 
mentioned. 

a) "Is P a function of the state?" The intent of this classification is to 
separate those relations whose truth value may be affected by a state 
transformation, i.e., a FLUEM relation, from those whose truth value is 
constant over all achievable worlds, i.e, NON-FI-WM relations such as 
"ROBOT(%)", "INTEGER(Y)". 

b) "Is knowledge represented using P partial?' A partial relation may have 
truth values TRUE, FALSE, or UNDETERMINED. Partial relations may be used 
to represent incomplete knowledge of the world which may cause conditional 
statements to be generated as explained in Section 2. A relation may be 
declared UNCERTAIN which implies an absence of knowledge about it so that 
it is assigned a truth value of undetermined a priori. If P is not PARTIAL i t  
is TOTAL and can only have truth values of either true or false. Thus rule 
R6 applies to partial predicates only. 

C) 'Does P have a uniqueness property in certain argument positions?" A 
"yes' answer indicates that P cannot be true for two sequences of argument 
values thrt differ only at one of those positions that are unique. The unique 
positions are given using the notation, (Xl,o,X3f,,Xn), for example, to 
designate the second and fourth argument positions. For each unique 
argument position in relation P(al,an), an axiom is "built-in" from which a 
contradiction may be established with P(b1,bn) thrt differs in a unique 
position and matches elsewhere. For exampk the statement, "an object can 
only be in one place at one timew,is expressed by, AT(X1,:). If we add, "and 
only one object can be at any place', then we use AT(*,*). 

Conditional statements are generated when the problem solver encounters states in 
which it cannot determine the truth value of its current subgoal. This can happen 
either in situations where the rule of undetermined values applies or when the 
outcome of a primitive procedure is uncertain In the next sections the system 
methods for constructing conditionals will be described, examples given and program 
correctness considered. 



As prevloosty wnl i~nad,  relirtiom inwiving prrtial predicates mry have truth valms 
of TRe$E, FMSE, cr W T W l E D ,  wkreas eII o t h r  reartiom mwt k ellher "Ta or 
FALSE. S S e r ~ l q  prqaem @@mrrtio& kmwi&ga rnsy k iwom#et@, for rwrmple 
properties of the v&8@ currently h i d  by r program verlnble, a.g. C(X,V)AZEM~),  
may not be Btmwn, or it probebly would not k known whether or ggOZ I traffic light 
would be green w b n  r robot vehicle approgbd an intersection whilie f@llrawing r 
gsneretad prooaiurc. Mwsver it is essumd lha% when the program is executad there 
wiil be r recursive test pllelding TRUE cr FALSE for all conditions. 

2.1 Ut\dDETEWMl&ED VALUES, During the generation of r prograwl, uncertainty may 
arise when @ $acseo&!llon far the sppliclrtion of a rule is -TERMED with respect 
to the current state. Re irnpiementaticn of the rule R6 is Cscr ikd  by tb fo9lowing 
definitions. 

DEFINITION A literal I is UNDOERMINED in a state S i f  th following conditions hold: 
(i) prsd(8) is partial, 

and (ii) I cannot be achieved from S, 
and (iii) 4 cannot be prcvad in S. 

Condition (if) means that i is not true in S nor can S be transformed into e state in 
which I is true. I f  condition (ii) !s true and -I is true in S then I must retain e truth 
value of FALSE and the precondition subgoat I must fail. Failure to find -4 in S 
establisher e truth value of UWETFIRMINED far i with respect to $. This definition 
applies to fluent and mnfluent literals but since t h  truth valm of I "mnflwnt* srnrrclt 
be chenged by s state Iramfarmsrtion, for thppi, it is sufficient 10 uss onDy the iagieol 
axioms in deciding! condition (ii). 

For the more general case in wl~ich the uncertainty may be a disjunction of literals we 
have the definition, 

TJ 
DEFINITION A disjunction of literals j i l ) iab  is ERMINED in @ state $ if r t  least 
one literal is UMETEWMINED and no literal can be achieved from S. 

2.2 CONDITIONAL STATEMEMS: When a pre-condition P is ERMIPbED in 8 state S, 
a conditional branch is inserted in the solution program. I f  P is a single literal 8, then 
program generation may continue either c?!ang the path in which I is assumed to be 
TRUE and in which future goals are attempted with respect to state S A (I], or along 
the path in which -I is sssurned to be TRUE using state S A{-!). The system convention 
has been $5 generate s call to a yet  ungemrated procedure for the latier case. The 
tasks of generating such contingency programs are pBeeed in a stack for iater 
attention. The structure and use of this stock is described in Section 2.5. Program 
generation continues, by convention, along the prth using slate $ ~ { i ] ,  This path is 
referred to as the "trunk" program of the free of contingency programs generated 
while attempting lo achieve t h  main goal. 

The path selection at present Is reathar d hoe. since rm assignmnts of probability ere 



made at t b  points crf eanca~trln%y o d  rag path Is consldared m r e  l i b ! y  to ba 
soccassful in  genersf. 

Z l  
I f  en u h t e r m i m d  disjunctive prscoeKEition { I i  occurs in wHch literals (11)1=1 msn, 
are ERMINED in S, then a ~ s k e d  coditioncal statemnt of the foflowing form will 
be generated: 

if ..II then 

i f  -iz then 

if 4. then p, 

else p.-1 

- 

else p l  
else ps 

where each p i  is a call to a program to achieve a selected goal G from state SI = S A 

{Ii : i=j+l & icm ] A (-Ii : 1SiSj) } and pa is the trunk program segment which satisfies 
S/\I1{pe ]G and forms the else-statement in the main-clause of the conditional. Each 
member of the set of triples {(pi , S t  ,G):lrjsm) is placed in the stack of contingencies 
and program generation continues for pe The assumed !iterslJl, is removed from the 
state following the generation of the ELSE clauw in the trunk program This is the 
point in  the trunk program where the contingemy programs rejoin and the assumption 
I is not valid for all computation paths leding there. 

2.3 SELECTION OF CONTINGENCY OOAL. The goal G to be achieved by t h  contingency 
programs is selected from the set of goals in the subgoal tree that are global l o  the 
undetermined precondition. Let us refer to the set of goals which are below G in the 
subgoal tree, as the SCOPE of G 

The particular G chosen and its associated scope affect the length of pe , duplication 
among contingency programs, degree of difficulty in generating contingency programs 
and validity of their use. I f  the structure of the trunk program is to remain fixed 
during contingency program generation then the choice of G cannot be deferred. The 
block structure of our program language imposes the restriction that for any 
conditionals in pe , a contingency goal G' must not have a greater scope than G There 
is also the problem that if G is not fully instantiated then inconsistent instantiations 
may occur in different contingency programs which must validly rejoin the main 
program following the ELSE clause. The present system selects the least global fully 
instantiated goal thereby satisfying the block nesting constraint and minimini~g the 
scope while avoiding the problem of handling deferred instantiatioh This selection 
process is always effective in the present system since the lop level goal is fully 
instantiated (i.0. all of its variables occur in the inttial state). 



ITlCPFFS \Nhen a contingency progrrm is gjenrraPItd Its output state 
must satisfy certain conditions, hereafter celled th ?@@in condition, for return of 
control to t b  trunk program to be correct. Ccnsider the case of an ud te rnd iwd  goal 
L in slate S and a w n t i n g e ~ y  goal G in Figure 8 .  bf A rnd B be progrrm w m n l s  
that calkfy S A tl[A)G a d  S A &(BIG md let C bs ti% rest of tb trunk prmrom, 

Let R be the total output state of 8, is. S A 4 { B ] R,where RaG Let Q be a 
sufficient input assertion computed for C. Then the REJOIN CONDITIONS for p(B) is, R 
3 Q . A contingency program is said to h w r  SIDE EFFECTS when its execution results 
in  state changes in addition to the achievement of G The difficulty in satisfying a 
rejoin condition occurs when B has had side effects resulting in an output state from 
which Q cannot be proven. The ~mplication for program correctness of satisfying 
rejoin conditions is obvious. 

2.5 SUBPROBLEM STACK OF COMlNGENClES The task of generating a contingency 
procedure is specified by the quadruple: 

(<procnam> <state> <goal> <rejoincond>) 
where, 

<procname> is the name of the yet ungeneraled procedure that must 
satisfy <state>(<procname>)cgoai> A <reloincond>. 

At. the poin! in the planning when the uncertainty is encountered, the first three 
elements of the quadruple are placed in a stack as explained previously. The rejoin 
conditions are not known at this time since it involves the input assertion for the trunk 
procedure segment following the point w b r s  con!rol returns from fhs contingency 
plen to !he trunk plan After this segment is gewratod, the rejoin condition is 
computed and stored as th fourth elemant of the quadruple. 



%en plannzng has been compieied for some trunk procedure, 81 Ih contingemy stack 
is not empty %ken tanttngency planning mey A &nr by remvhg r quadrupls from 
the fir4 on& wsiw this a$ r proysm gegaerrtton task, The stet@ of t h  byntern is 
initialized to the sspecrfled contingewsp state end the sub~aaling system is given "goal% 
8s its msin gas!. %I r.L as successfur in achsavmg 8 @tale rn which tha main &pars is true 
then s lest Is mode !a ase if the rejoin condition is true tn fhef slat@, if 18 16 then the 
procedure dec9aretion is adjoined to Its trunk ps.sggcam, i f  the ton&!tion tx folcc &hen 
the system allows the user two atternatives, ia. 

( t b  Merk the call to the program t ls .&rn WP07 msf in the bunk ppo$rem, or ( 6 1 )  " F I ~ "  %hs 
program fo the trunk program by posfng cwren"ry uratrkse regoiis eondokions 8s garla 
and constructing s new program ssgmnt that achieves rhem a& bppsndang it ths thc 
end af the contingency program. 

This process of gsnerst~ng e h n k  procedure which mly caaote new t~nfii%@ney &ssks 
'then generating csntti?ge?sy procedures so directed by the user may continue ~ n t i l  ail 
contcngenctes have been processed m d  the stack is exhausted. 

2.6 COMPWATlON OF INPW/l)bslPUT ASSERTIONS. In Section 1 primitohre procedures 
were vcewed as Frame rules of the form P(pE, where &) and Q are the pre end 
pcatrondtttons for p. The ~anbittions 8" and Q may also be vtewed as the mcnsnaf osjgaitt 
and output assertions for p , that must be sattafied by the tlctuel paremeters a? y 

For any generated program segment A, the input assertion & 49 coiitpuked 8s tho 
conjunction of ali Irterals, 1, from s state that were used in ~chrevang sbbgo~[s 
encountered during the generetion 05 A and dsd mt occur $8 that 3s b re8ksBt of r $  

postc~ndition ~f a procedure w k s @  generation in A precs&d the a&l$ion of i to . 
The output assert~on Oe is the conjunction of literals added to slate during the 
generation of A that are true in the finel otsts. 

The computation of input/output as~r t ions for programs consisting of t ~ ~ p o s l t i o n s  of 
primitive procedures is straightforward as described above, B~owaver the uncertainty 
as to which path computation will fellow in r program containing conditional statemnts 
complicates these assertions. The input/output assertions in this csse must be 
computed incrementally as each contingency prqram is gemrated. 

In the conditional statement shown in Figure 2, suppose we know the minimal input end 
output assertions for A and B, say P(AjQ and R(BJS. then the input and output 
assertions for the conditional statemnt are 

(L A P) v (-L A R)(if L then A else BM v S. 

To reduce computation, We use the simpler sufficient conditions, PAR, for input 
assertions. 

The conditional statement may be correctly executed in any stale in wh~ch P A R is 
true. There doesn't appear to be a simplifying approximation for output assertions 
unless on the assumption of no side effects in th contingency program B, i.e. @$, we 
take Q as the output assertion 



It can be shown by IMuction that If the computation of input/output assertions is 
correct for atomic program constructs, is. primitive procedures and whiie stotemnts 
then using ths t b  ce~mp~silion rule, the computalion of inputjoutput assertionr for 
pewra ted  p rog raw  is correct. 

2.7 UWERTAIN PRIMITIVE PROCEWES A primitive procedure q def iwd by P(qM has 
an uncertain outcome i f  (a is a disjunction, In the present system, dis/unclive post- 
conditfons use the exclusive OR connective, "5'. This allows us to define frame 
procedures that have an intended resuit but may be unreliable. It is assumed that 
exactly one of the possible outcomes will be true in ths output slats and fhat none of 
them are true in  th input state. At the point where an uncertain operator is applied, 
the problem soiver has no knowledge of what the outcome will be an%@ conditional 
statement must be generated. Let Q be the disjunction of literals {Ii . The first 
outcome l l  is considered to be the normai result of executing q. Following the 
inclusion of q in  the program in state S, a conditional statement of the following form is 
generated. 

i f  - I l  A 12 A - l 3  LA 1 I, then pz 

else if - l i  A - l2 A l3 A - l4 &.A 7 I,, then pg 

else if - l l  A - 12 A-A - I, 1 A I, then pn 

else p,, 1 

where each p ,  , 2 I j < n, is a call to a program to achieve I I  from state St = S U ( 1 1  ) 
L l { - l l  : i $ j & l s i s n ] .  

The contingency states will correspond to the n ways of assigning exactly one literal 
t rue and the remaining literals false. 

2.8 CORRECTNESS Conditional statements will be correctly generated if the system 
methods are an accurate implementation of the conditional rule, b75, presented in 
Section I. Referring to Figure 2 in section 2.4, if we let S be the output stale of C 
then by  construction and by verifying the rejoin conditions we have, 

(1) I A L(AJG Q, 
(2) I n &(BIG A R, 
(3) QiGlS, 
(4) 1- R I, Q, (rejoin condition verification) 

and the correctness proof may then be completed as follows, 
(5) i A -L(BJG A Q, (2,4,ansequence Rule) 
(6) I ( i l  L then A else 0)G A Q, (15,Gonditional Rule) 
(7) I(if L then A else &CIS, (3,B,Ccmp~sition Rule). 

It should be noted, however, that i f  conditional statements occur in B then R may only 



be an approximation of tk true &put state resdting from e x e c u t i ~  8 ss dlscmmd 
in  Section 2.6. Sitnilarly Q may be d y  an approximation of the t rue  input assertion for 
the remainder of t b  program. In b s e  cssas sbn i w r r e c t  program may resdt. 

3. EXAMPLES 

3.1 Assembly and Repair sf a 

The problem is to make a water pimp given the various parts $!aced at locations on a 
pallet. This task is actualiy accomplished by a mchanical hand controlled by programs 
written in a specially developed HEnd Language [R Bolles and R Paul, 1993) There 
are three major parts, a casing (w pump base), a gasket, and a top assembly, a d  
these must be fastened together by screws. The pallet may contain more than the 
minimum quantity of parts. The frame consists of simple idealized Hand Language 
operations and definitions of cwepts  dealing with the assembiy world of the 
mechanical hand, such as ALIGN, ASSEMBLY, POSTTION, and FASTEN. Tslere is a specific 
order in  which most of the building operations must take place; in particular, the 
problem of lining up holes in the pump casing with holes in the gasket and top requires 
the use of auxiliary tools called P W .  Pins must be pjaced in holes in the casing, and 
other parts slipped over the pins, and then some, free holes must be fastened (to 
prevent slipping and misalignment) before the pins are finally removed . This assembly 
order can be represented graphically, but is in fact encoded by the way definitions are 
built up from other definitions in the frame. The reader will see the sequence in 
PROCl below. 

The frame also contains a simpla =heme of definitions dealing with diagnosing faults 
and repairing them. At the top I e A ,  the concept DIAGFJS is defined simply as an OR of 
possible faults. If a new fault is discovered it can be added (by extending the 
disjunction for DIAGNS). Each fault is defined as an OR of pairs of the form 
CAUSEnhFIXn, where CAUSEn is the nth possible cause of the fault and FRn is the 
definition of what must be dona to fix that cause. As more causes or repair 
procedures are discovered they mey be added. So the diagnostic &finitions are easily 
extended to encompass new situations. A repair procedure for CAUSEn is the positive 
branch on the test "is CAAUSEn true.' of the complete program to achieve the goal 
,diagnose the faultn. It will be generated as the nth contingency plan, PROClrl;the user 
may choose to have it generated before any other sub-procedures, if for example he 
believes CAUSEn to be the problem The generation of repair procedures involves 
repeatedly dismantling the pump MPC1 rebuilding it, and is a good test of the updating 
algorithms of the system (implementation of R3). 

Definitions of concepts such as ASSEMBLY, ALIGNMENT, FAULT, CAUSE, REMEDY in this 
example are, to say the least, unsatisfactory. Intuitively, these are "general" concepts, 
where we might, with a little good will, interpret -generalm to mean that more accurate 
definitions of these concepts ough! to be part of FRAMES for assembling a wide 
variety of different machinery. In other words, we should be able to put our words 
into other worlds! The definitions given here are clearly not general enough. This is 
not a fault of the system but of our lack of analysis of the concepts. The definitions 
here are directly functional in the sense that tha bodies of the definitions slate exactly 
what to do with the parts of the water pump instead of how to reason or deduce what 
to do. The example is in the nature of 8 feasibility study, 



RELA USED IN TrjE FRAME DEFIMTIW 

IPSFERPRFTATIW FLUENT PARTIAL M W m S S  
---*----------------------------------------------*--------------------------- 

"X is at Y* 
"X is equal to Y" 
"X is a pins 
"X is a hole" 
"X is in Y* 
3 is the feeder" 
"X is a gasket" 
3: is a casing" 
"X is aligned with Y" 
"X is a screwn 
"X,Y,Z are rigidly fastened" 
"X is a top unit" 
T is emptym 
%,Y,Z are correctly posilianede 
%,Y,Z are pinned togetbr" 
*X,Y,Z are unpinned" 
"X is to be made* 
K is a location on the pallet" 
"X is a pump" 
"X,Y,P are assembled" 
"X is not rigidly fas ted"  
3 is disassembled" 
"X is loose" 
"X is a fault of type 1" 
'% is e remedy for Iauitl" 
"X is 8 feuti of type 2" 
24 is a remedy far fault2" 
"X is a broken part" 
3 is rejected" 
"1( is a new pert" 
"X is a leak' 
9( is a diagnostic for leaks" 
"X is a diagnQstic for bad pressur 
% is a fault d~agnosis" 

TRUE 
FALSE 
FALSE 
FALSE 
T W  
FALSE 
TRUE 
FALSE 
TRUE 
FALSE 
TRUE 
FALSE 
TRUE 
TWE 
TRUE 
TRUE 
TRUE 
FALSE 
FALSE 
TRUE 
TRUE 
TRUE 
TRUE 
TRUE 
TRUE 
TRUE 
TRUE 
TRUE 
TRUE 
FALSE 
TRUE 
TRUE 

.eTRUE 
TRUE 

FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
TRUE 
FALSE 
FALSE 
FALSE 
FALSE 
TRUE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 

AT(%,*) 
FALSE 
FALSE 
FALSE 
INK,*) 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 
FALSE 



PRIMITIVE PRCaCECiURE PRE 
-------------"-m---------------m--------m-----a--m"--"---m----ee-"----------- 

mvefX,Vf ISCA%gtO A AT(X,D ATKYI 
"move X to Y" 

pin(X,Y) I S P I W  A ISmECP) A EkPW(Y1 IKX,Y) A f UPW(Y) 
"put p in  X in hole Y A I M X m C E )  

putgsk(X,Y) ISGAS&@) A ISCASE(Y) A AT(X,ZE ALIWX,Y) A -AT(#?!) 
"put gasket X o n  
casing Y" 

putodX,Y) ISTWX)  a ISGBSK(V A ISCASE(Z) ALIGNX,Z) A -AT(X,V) 
"align top  assembly" A ALIGfU(V,Z) A AT(X,V) 

screwd(X,Y) I S F D W  A ISCREW(X) A ISMLE(Y) IMX,Y) A -EMPN(Y) A 
"put screw X into h EMPTY[?') h AT(X,W) -AT(X,W) 
hole Y" 

unpin(X,Y) ISPIMX) A ISPPLC(V) EMPTY(Y) A IN(X,V) 
"remove p in  X from A REQEST(IN(X,Y)) 
hole Y" 

unscrew(X,Y) ISCRWtX) A ISHOCE(Y) EMPM(Y) A AT(X,V) A 
"remove screw X from A REQEST(lld(X,Y)) A ISFDRV) 7iW9v) 
hole Y" 

reject(X) ISGASKFTW) 
"reject gasket X" 

remove(X,Y,Z) (ISTOP(X) v ISGASKO) AT(X,Z) A -ALIGMX,Y) 
'disassemble top of A REQUEST(ALIGN(x,y)) A ISLWZ)  
gasket" 

DEFINITIONS: 

BODY OF DEFINITION RELATION DEFINED ----------------------------------------------------------------------------- 



B U T W T I C  AM GENERATION 

(FAULT l('f1)hFIX 1(Y 1 ))v(FAULT2(Y 1 )nFIX2(Y 1)) DILEAK(Y I )  

lNITIAL STATE: 

THE-GOAL- (MAKE PUMP)JSJ"ITAINABLEJ-BvT%JOLLOWIMG RAM: 



A U T W P I C  PROGRAM GEldERATW 

P m 1  I P W )  
BEGIN 

WE/E(CASE LOC); 
PIMPIN2 HOhE3); 
PIMPIN1 HOLEE); 
PLiTGSK(GSKT2 CASEh 
PUTTORTOP GSKT2); 
SCmMSCRNV3  HOCEI); 
UWiN(PIN2 WLE3); 
W I M P I N 1  WLE2); 
SCREWlXSCREW2 tOLE3)i 
SCREWD(SCREW1 IdOtE2); 
Era 

1 REMRKS: 
I 
I The order in which some operations 
I are done is crucial; the order 
/ structure is encoded by layered 
/ definitions. Thus it doesn't 
I matter which pins go in which holes, 
1 but i t  is crucial that one hole is 
/ fsstened before the pins are removed. 
i 
I 
I 
I 

56 -JULES-ENTERED 
21  JULES-SUCCESSFUL 

THE-GOAL- (DIAGNS LEAK)-iSJTTAINABLETTBYYTHEHEFOLLOWIi\lGCPROGRAM 

PROCP (LEAK) 
COMMENT 
PROC3 ATTEMPTS-TOJCHIEVE-IOlAGNS LEAK); 

BEGiN 
MOM(CASE LOC); 
PlN(PIN2 HOLE3); 
PIN(PIN1 HOLE2); 
PUIGSK(GSKT2 CASE); 
PUTTOP(TOP GSKTP); 
SCREWD(SCREW3 HOCEI); 
WIN(PIN2 HOLE3); 
UNPIN(PIN1 HOLE2); 
SCREWD(SCREW2 HOLE3); 
SCREWD(SCREW1 HOLEZ); 
IF  -LOOSE(PUMP) THEN 

PROC3(LEAK) - 
ELSE 

BEGIN 
UNSCRW(SCREW2 HOLE3); 
UNSCRW(SCREW1 HOLEP); 
UNSCRW(SCREW3 HOLE1 ); 
SCREWUSCREW3 HOLE3); 
SCREWUSCREW2 HOLE2); 
SCREWD(SCREW1 W E l h  
END 

END 

I REMARKS: 
I 
I PROC2 is actually added 
1 onto PRW1 since the 
I problem of diagnosing s 
( leak is posed from a 
[ state in which the pump 
I has been made. PROC2 
f repairs the pump in the 
I case that the gasket is 
I loose. 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 



THE-GOAL- (DIAGNS LEAK) J S J T T A I W E E B - T H E 3  O L L W N J  

PROC4 ATTEMPTS,TOJCHIO/EE~DIAGRS LEAKh 
BEGIN 
IF ..BROKEMGSKT2) THEN 

PROC4(LEAK) 
ELSE 

BEGIN 
UNSCRW(SCRM HOLE1); 
WSCRW(SCREW1 WLE2); 
UNSCRW(SCREW2 COOLE3); 
REWVE(T0P CASEI 
REMOVE(GSKT2 CASE); 
REJECT(GSKT2); 
MOVE(CASE P 1 1; 
PfN(PJN1 WLEI); 
PIM(PIN2 WLE2); 
PUTGSK(GS#II CASE); 
PUTTOP(T0P GSKT1h 
SCREWB(SCRRM1 MOLES); 
UNPINPIN1 HOLEI); 
W I M P I N 2  HOLE2); 
SCREWD(SCRMI2 WLE1); 
SCRNVMSCREW WLE2); 
E r n  

Em, 

1 REMARKS: 
1 

PROC3 repairs the 
leaky pump in the 
event that the 
gasket is broken 
It is the first 
contingency plan 
in this example. 

73 RULES-ENTERED 
35 R U E S - S U C C E S S F t n  





RELATIONS USED IN TXE FRAME DEFINITM3Fk 

RELATION ImERPRETATION FLUEM PARTIAL W I W M E S S  ----"----------"----------------"-----"-"-------------------------------"--------- 
ciX,Y) "kntants of X is Y" TRUE FALSE UX$)  

INTEGER(X) "X is an integer" TRUE 

VAR(X) '% is a variabie" FALSE 

LRX) "# is a left paren" FALSE 

RPM) "# is s right parenm FALSE 

OP(X) "b: is an operator" FALSE 

ISVAR(X) "X is a program var- FALSE 
iable" 

NEXTSYM(X) "A veiue for X is TRUE 
input" 

RECOGNIZED(X,Y,Z)_"Symbol X is recog- TRUE 
nized wrt stacks Y & Z" 

PROCESSYMX) "Symbol X is TRUE 
processed* 

>(%,'l') "X is greater than FALSE 
Y" 

<(X,Y) 4( is less than Y" FALSE 

POLISHX) "X contains a Polish TRUE 
sequence" 

POLTSL(X,Y,Z) Translate an infix TRUE 
string x symbols 
long to Polish 
using slacks 
Y and Z" 

=(X,Y) "X is equal to Ye FALSE 

PUSHED(X,Y) "X is pushed onto Y" TRUE 

POPPECKX) % is popped" T K K  

FALSE 

TRUE 

TRUE 

TRUE 

TRUE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

FALSE 

TWRIP(X,V,*) 



AUTOMATIC PRQMAM GEmT3BPB 

m P S ( X , Y )  "Pop operators from T M  FALSE FALSE 
X and push onto \r" 

WPHOPS(X,Y,Z) "Pop operators from TRUE FALSE FALSE 
V that have greater 
priority than X and 
push onto P 

STACKSlZE(X,Y) "Size of stack X is TRUE FALSE STACKSIZE(X,*) 
"/" 

STACK(X) "X is a stack" FALSE FALSE FALSE 

EMPTY(X) "Stack X is empty" FALSE TRUE FALSE 

NAME: T S L W  
BASIS: NEWVAR(X,Y) A C(X,O) 
INVARIANT: C(X,W) A lNTEGER(W) A STACK(V1 A STACK(U) A ISVAR(Y) 
ITERATION STEP: UX,(AW)I W)) A NEXTSYM(Y) A RECOGNIZED(Y,l&V) 
CONTROL TEST: *o(;O 
OUTPUT ASSERTION: P O L l S W  
GOAL: POLTSL(T,U,V) 

NAME: RL W 
BASIS: MWVBR(X) A STACKSIZE(QZ) A TOPPED(X,U,Z) 
INVARIANT: C(X,Y) A r(Y,(TW U)) A STACK(U) A STACK(V) A STACKSIZE(U,W) 
ITERATION STEP: PUS!-iEWV) POPPED(U) A TWPED(X,U,W) 
CONTROL TEST: -OP()O 
OUTPUT ASSERTION: PWWS(u,V) 
GOAL: POPOPS(U,V) 

NAME: OLOOP 
BASIS: NEWVAR(X) A STACKSIZE(U,T) A TOPPED(X,U,T) 
INVARIANT: C(X,Y) A +,(TOP U)) A STACK(U) A STACK(V) A STACKSIZE(U,W) 
ITERATION STEP: PUSHED(X,V) A WPPED(U) A TOPPED(X,U,W) 
CONTROL TEST: .OP(X) v <{(PRIORW XXPRlORITY 2)) 
OUTPUT ASSERTION: POPHOPS(Z,U,V) 
GOAL: POPHOPS(&U,V) 



p ~ h ( X , f l  ISVARR) A STAGX(Y1 puSKD(X,% 
A STACKSIZE(Y,Z) A STACKSIZE(XXSB1 Y)) 

"Push symbol X 
onto stack Y" 

pop(X) STACK~X) A STACKSIZE(X,Y) WPPED(X) 
"Pop stack X" A STACKSIZE(X,(SUBl Y)) 

getnext(X1 ISVAR(X) 
"Gat next symbol" 

cOC,Y) ISVAR(X) 
"Assign Y to X' 

~oPCX,Y) ISVAR(X) A STACK(Y) 
"Put top of stack .- A STACKSIZE(Y,Z) 
Y in X" 

DEFINITIONS: 

BODY OF DEFINITION RELATION DEFINED ...................................................................................... 

INITIAL STATE: 

ALGEBRAIC SIMPLIFICATION: (SUBl(ADO1 XI) * ): 



P r n i  fN R S) 
I S V W  l P,ISVWX2P,ISVARX3hSTACK(S);STACK~Wk 

AWS1ZE(S I) 
S: 

EMPTS:TOACCnM: ( W P E D  R) 
P R E 5  ATWTS:TO-ACISIM:  SS X2 R S) 
PR064 AlTEMPTS:TOACHINE: SS X2 R S) 
PRW3 ATTEMP7S:TOACHINE: SS X2 R S) 
PROC2 ATTEMPTS:TO:ACHINE: (PROCESS X2 R S) ; 

BEGIN 
X1 t 0; 
W L E  4 x 1  N) DO 

BEGIN - 

Zl 4- ( X l + l h  
GETNEXT(X2); 
IF M X 2 )  THEN 
IF -RP(X2) THEN 
IF -VAR(X2) THEN 

IF -LP(X2) THEN 
PROC2(X2 R S) 

ELSE PROC3(X2 R S) 
U S E  PROe4(X2 R S) 

ELSE P W X 2  R S) 
ELSE 

BEGIN 
T O W 3  R); 
WHILE OP0(3) A -<((PRIORITY XBXPRIORIMXZ)) DO 

BEGIN 
m H ( x 2  Sh 
IF EMPM(R) TliEN 

PROC6(R) 
ELSE 

BEGIN 
POP(Rh 
E r n  

T W X 3  S) 
END 

m w x 2  R); 
END 

X l  + Zl 
END 

END 



STACKSUE(R (ADD1 I))hPUSHEW2 R); 
BEGIN 
W5MX2 R); 
END 

PROW (X2 R S) 
ISVAR(X2hSTACK(S); 
COMMENT 
INPUTCONDITIONS: 
STACKSIZE6 I) 
OUTPUTCONDITIONS: 
STACKSIZE(S (ADD1 I))hPUSHED(X2 S); 

BEGIN 
PUSH(X2 S); 
END 

PROC5 (X2 R S) 
ISVAR(X4);STACK(S);STACK(R); 
COMMENT 
1NPUT:CONDITIONS: 
STACKSIZE(R J)hSTACKSIZE(S I) 
OUTPUTCONDITIONS: 
WPOPS(R S); 
COMMENT 
PROC7 ATTEMPTS:TOACHIEVE: (POPPED R) i 

BEGIN 
TOP(X4 R); 
WHILE OP(X4) DO 

BEGIN 
PUSH(X4 Sh 
IF EMPM(R) THEN 

PROC7(R) 
ELSE 

BEGIN 
POPIR); 
END 

TOWX4 R) 
END 
IF EMPTY(R) THEN 

PROC8W 
ELSE 

BEGIN 
POWR); 
E m  

Em 





Abstrac t  

Scene ana lys i s  program o f f e r  the hope of providing a m r e  adequate 

account of human competence i n  i n t e r p r e t i n g  l i n e  d ra  a s  ~ ~ o l y h e d m  

than do the  current  psychological t heo r i e s .  This  t h e s i s  has seve ra l  

aspects .  The aspect  concantrated on he re  is t h a t  those programs have 

explored a va r i e ty  of methods of incorpora t ing  a p r i o r i  knowledge of 

ob jec t s  through the  use of models. Af ter  o u t l i n i n g  the  range of aaodels 

used and sketching some psychological t heo r i e s ,  the var ious  proposals a r e  

contras ted .  This  d iscuss ion leads  t o  two new proposals f o r  exp lo i t i ng  

model information t h a t  involve e l abo ra t ions  of an e x i s t i n g  program, -WLY. 

1. Introduction.  

In  one of its m y  ro l e s ,  a r t i f i c i a l  i n t e l l i gence  i s  c a s t  a s  the 

vanguard of an army of psychologists who seek a new paradigm f o r  cognitive 

and perceptual  prbcesses. Despite s eve ra l  c l a r ion  c a l l s  t o  t h i s  e f f e c t  

@insky and &per t ,  1972; Clowes, 1972; Sutherland, 1973) A I  may well be 

a vanguard without an army. This -per a t tempts  t o  show tha t  a small  pa r t  

of the scouted t e r r i t o r y  is r i p e  f o r  capture .  

The i n t e r p r e t a t i o n  of l i n e  drawings a s  polyhedral scenes has been the  

focus of most at tempts t o  bu i ld  A I  v i s ion  systems. A s  i t  i s  a na tu ra l  h m n  

task ,  s eve ra l  p s y c h o l o ~ s t s  have a l s o  s tudied  i t .  In sketching and con t r a s t i ng  

var ious  r e s u l t a n t  t heo r i e s ,  we w i l l  concentra te  on how they represent  the 

a p r i o r i  knowledge of the  ob jec t s  t h a t  e x i s t  i n  the  world. Of necesei ty ,  - 
o the r  e s s e n t i a l  t h e m s  such a s  non-model knowledge of the world ( f o r  example, 

support  and the  aicture-Pornation process i t s e l f )  o r  t b  w e  of p ic ture  cues 

t o  access  tbe models a r e  s l i gh t ed .  

S e c t i o n s 2  and 3 of t he  paper sketch the  use of models i n  severa l  A1 

ar.d llumax v i s ion  proposals. Sect ion  4 b r i e f l y  c m t r a a t s  then w i n g  a f e w  

examples. So& of the wealmesses exposed lead  t o  two proposals i n  sec t ion  5. 

3. Yodels i n  Machine Vision. 

Roberts ( 1 6 6 5 )  used the  three  simple models of Fig.1. These can be 

expanded a long each of t h e i r  coordinate  axes. C~mpoUd objec ts  a r e  crea ted  

*Wow a t  Deprtmant of Computer Science, 
[Jnivorsi  t y  of a r i t i s h  CnLunhia, 
VancoLlver 8 ,  B.C, ('kinnrfa. 



Firs@ 1. Xobertst simple object eodels 

by abutting simple ones. Falkts (1972) recent state-of-the-art scene 

analysis System expected it3 visual war-ld to be composed of instances of 

the nine polyhedral prototypes of specified dimensions shown in Fig.2. 



Tha s i z e - s ~ c i f i c i t y  of t i a  protcrtyws was axploitecf by th 33bject 

recogmition phase of the s,r,ngx'c%rn i n  its use of tlm a c t u a l  hei@hte of 

the hiacks and the 1 9 n g t h ~  wf t h e i r  base e d m s ,  

A t  the  o + h r  end of the  s i z e  and shslpe Spec i f i c i ty  SWetm f o r  

models a r e  ti= a d ~ l a b l l i n g  prccsdmes. T k a e  or ig inated i n  Guzman'e 

SJS3 (1968) which produces surfaoe groupings corresponding t o  objects .  

Huffroan (1971) and Clowes ( 1971) develowd a procedure t h a t  r e l i e s  on four 

~ r o t o t y p e  corners:  the t r i h e d r a l  corners i n  which the object  occupiea I ,  

3, 5 o r  7 'oc tants ' ;  the corners  have no f u r t h e r  ahape-specrficity.  The 

corner models ¶re  accessed by tha shape of the  p i c tu re  junctions.  For each 

of four  p i c tu re  junction c l a s ses  (L, FORK, ARROW, TI, t he re  i s  a l i s t  of 

poss ible  coraer/viewpoint configurations. T k s e  lists a r e  used t o  l abe l  t h s  

edges depicted a s  convex or  concave. The convex category i s  subdivided i n t o  

three  according t o  the viewpoint: e i t h e r  both surfaces  depicted a t  t he  

edge belong t o  i t  or  the surface  on the  r i g h t ,  which does, i s  partially 

occluding the  one on the l e f t  which doesn't o r  v i ce  versa. 

I t  has been shown (EEackworth, 1974) t h a t  SEE imp l i c i t l y  uses a s ing le  

prototype corner:  the  one i n  which the  ob jec t  occupies only one 'octant ' ;  

whereas, Waltz (1972) has expanded the  range of corner prototypes f e r  beyond 

those of Huffman-Clowes. 

The model i n f o r m t i o n  embedded in POLY (Mackworth, 1973) is miniml ,  

confined a s  i t  is t o  a requirement t h a t  surfaces  be planar and edges be  

occluding o r  connect (non-occluding); however, t he re  is a marked preference 

f o r  connect edges. With t h i s  apparatus somewhat augmented, POLY i n t e r a c t s  

with a representa t ion ca l l ed  t h e  gradient  configuration ( o r i g i n a l l y  suggested by 

Huffman (1971)) to  produce a l abe l l ed  in t e rp re t a t ion .  (The gradient of an e d g e i s  

Vector i n  a 2 D  gradient  space whose d i r ec t ion  is t h a t  of the corresponding 

pic ture  l i ne .  I t s  length is the tangent of the angle between the edge and the  

p i c t a re  plane. The gradient of a surface  i s  i n  the  d i r ec t ion  of s t eepes t  

descent i n  the surface  away i r o n  the  p i c tu re  plane; the magnitude of the 

p a d i e n t  i s  the W g e n t  of the  d ihedral  angle between the  surface  sad the 

pic ture  plane.) The f i n a l  mad ien t  configuration needs only tk? or igin  and 

sca le  of the grzdient space defined before i t  represents  the absolute  

c r i e n t a t i m s  of the object  surfaces.  (miY assumas c r thopaph ic  orojectlon; 

sae (Liach?corth, 1C.74) f o r  the perspective case.i  

3. Sore Psychological Theories. 

Attempts t o  provide psychological t heo r i e s  of t b  in t e rp re t a t ion  of l i n e  

drawin@ have not usual ly  provided an algorithm by vhich in t e rp re t a t ion  may 
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Fib- <. A rectan~uiP.r object  and its k ~ . d i e n t  space c o n f i y . 3 t i ~ n  

are superizposed a t  each pos i t ion .  This obscures the  f a c t  that the 

c o n f i g u r a r i m  is i n t r i c a t e l y  connected: each pair of surftlces n e e t i n c  in 

a connect edge is  joined by a l i n e  perpendicular to  the ->lcture l i n e  showing 

that &me S e i t h e r  the p o s i t i o n  o f  the o r i g i n  nor the s i ze  of tk t r iaGgle 

i s  yet  spec i f f@d but note that E end A are ordered i n  the  pac l ient  





compute w h e t b r  the true shape could produce th projected strape and, i f  

i t  does, the  value of k and the  gradient of t h e  surface.  

For each pic ture  r e e o n ,  by eonr ider ing t h e  topologically iclentical  

surfaces,  n set of poss ible  surfaces  each with a corresponding k and gradient  

cauld be compuhd. I f  that set is m p t y  then the region depic ts  a p a r t i a l l y  

occluded surface.  

This is  now a l a b e l l i n g  s i t u a t i o n  cmparab le  t o  the  corner l abe l l ing  

a l g o r i t h s  of fluffman, Clowes and Waltz. I n  those  algorithm^ each junction 

has associa ted  with it a s e t  of poss ible  corners;  th@ aim of the 

in t e rp re t a t ion  is to discover a unique corner corresponding t o  each junction. 

&re,  besides l abe l l ing  each edge, the aim i s  t o  ass ign a unique surface  t o  

each region. Agreement betweem t he  in t e rp re t a t ions  of adjacent  regions is 

necessary i f  the  edge i s  taken t o  be connect. The agreement takes two 

d i s t i n c t  forms. F i r s t ,  t he  POLY coherence r u l e s  must be s a t i s f i e d  and 

second, model-based coherence r u l e s  must be used. Such nodel-based ru l e s  

would, a t  the  lowest l eve l ,  be of the  form: Are the re  two such surfaces  

meeting a t  an edge i n  t h e  s e t  of prototypes? I f  so ,  do those surfaces meet 

a t  t h i s  d ihedral  angle7 Do they agree on the s c a l e  fac tor?  Higher levels  

would a l s o  be required: Are the re  th ree  such surfaces  meeting a t  a corner? 

Procedurally, t h i s  approach need no t  be implenented i n  a depth or  breadth- 

f i r s t  fashion. I t  is amenable t o  the  two-stam Waltz search procedure which 

would f i r s t  weed ou t  t he  lists of poss ible  surfaces  ( j u s t  a s  Waltz weeded 

the  lists of poss ible  corners)  based on considera t ion of the  mutual in ter -  

pre ta t ion of each p a i r  of adjacent  regions and only then t r y  t o  bui ld  complete 

coherent i n t e rp re t a t ions .  

E. Conclusion. 

World knowledge of the type incorporated a s  modele in  scene ana lys i s  

program i s  an  e s s e n t i a l  f ea tu re  of any psychological theory tha t  a t t e n p t s  t o  

explain h.~roan competence in  in t e rp re t ing  l i n e  drawings a s  polyhedra. Further- 

more, i n  those programs t h a t  knmledge i s  used i n  a procedural fashion; they 

demonstrate, a t  the very l e a s t ,  how a scene in t e rp re t a t ion  can be achieved. 

The discussion of Sect ion 4 has pointed out some of the ways i n  s l ~ i c h  the  

ava i l ab le  ran- of models i s  de f i c i en t  f o r  ~ 3 ~ p o s a s  of psychological explanation. 

The two proposals of Section 5 are designed t o  provide ~ e c h n n i s m  t h a t  r e f l e c t  

pa r t i cu la r  h m n  competence i n  t h i s  task  domain. 
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R thcory of ev:lu~.%ive comsnttl  i n  chess. 

b;i 

Donald 7:ichic 

Abstract 

Class ica l  gane the or^ p a r t i t i o n s  t h e  s e t  of l e g a l  chess 

pos i t  ions i n t  o  only t h e e  evaluat ive categories:  von, dra::r. 

and l o s t .  Yet chess p layers  employ a  vide v a r i e t y  of 

evaluat ive t e r n s ,  d i s t in ,y i sh ing  ( f o r  example) a  "drawn" 

f ron  a "balancedIt pos i t ion ,  a "decisive" from a "s l igh t"  

advantzge, and a "blundern f r o n  a  "mistal:etl. 

As an e:rtension of t h e  c l a s s i c a l  theory, a note1 of 

f a l l i b l e  play i s  developed. Using t h i s ,  frro q u a n t i t i e s  can 

i n  p r inc ip le  be associated rrith each pos i t ion ,  i ts "@me- 

t h e o r e t i c  value" a d  i ts "e:rpected u t i l i t y n .  A funct ion of 

these  trro var iab les  can be found rrhich y i e l d s  in te rpre ta t io l r s  

of many evaluat ive t e r n s  used by chess conzentators. 



A theory of cvaluat ivo coincents i n  chess 

Introduct ion 

The gaae t r e e  of chess contains ahout 1046 posi t ions ( ~ o o d ,  

1368) a subs tan t ia l  proport ion of which a r e  terminal.  The r u l e s  

of t h e  game ass ign  a value t o  every terminal pos i t ion ,  +1, O o r  

-1 according a s  the  pos i t ion  is  won, drawn o r  l o s t  f o r  White. 

These values can be backed up the  game t r e e  usrng t h e  minimax 

r u l e ,  so t h a t  i n  p r inc ip le  every pos i t ion  can be glven a value,  

including t h e  i n l t i a l  pos i t ion ,  This l a s t  i s  :known a s  "the value 

of t h e  game", and is  widely conjectured t o  be 0 f o r  chess. I f  

t h i s  conjecture is c o r r e c t ,  and i f  both s ides  play f a u l t l e s s l y ,  

i . e .  only execute value-preservrng moves ( i t  folloors from t h e  

"back-uptf method of assigning values t h a t  there  i s  a t  l e e s t  one 

such move ava i lab le  from every non-terminal p o s i t i o n ) ,  then t h e  

game .mst end i n  a draw. A fragment of a hypothet ical  game t r e e  

is  depicted i n  Figure 1. I n  F i y r e  2 t h e  method of at taching 

game-theoretic values t o  pos i t ions  i s  i l l u s t r a t e d .  

An evaluat ion funct ion could i n  p r inc ip le  map board pos i t ions  

i n t o  a l a r g e r  s e t  of values,  making i t  possible  t o  express a 

d i s t i n c t i o n  between pos i t ions  which a r e  "marginally" won and posi- 

t i o n s  which a r e  '~overwhelmingly" or  "obviously" won, o r  between 

drawn pos i t ions  i n  which White, o r  Black, "has t h e  edge" and 

drawn pos i t ions  which a r e  "equally balanced", and so for th .  Two 

circumstances suggest t h a t  a useful  purpose might be served by 

multi-valued functions. 

( i )  Chess :tasters and commentators have developed a r i c h  

descriptive language f o r  t h e  expression of such d i s t inc-  

t ions. 
hae 

( i i )  Coaputer chess prograns e m p ? o y i . - v a l ~ a e 6  functions 

f o r  evaluatrng t e r n l n a l  pos l t lons ,  not of the t r e e  

which 1s too l a r g e ,  hi, of :he loohhead  t r e e .  Values 

backed up accordlag t o  the  ninlmzx r u l e  a r e  used -to 

se lec t  the  next move. It would be nice t o  have a 

theory/ 



Theere ;s thus  e prim fc.cle need f o r  a  strcn,cer theor+-+- of 

posi t ion-evZ~uat1onn Tbro paper discusses  chess, but the  treadncr,t 

i s  genera2 snl covero 211 trro-gerrsn  ern-saa ,~rnes of perfect  

inf ormltion izithout chance msves, 

A p o d  theory skould expl ica te  2 r::de var ie ty  of comeatatorss 

concepts. The follol.rin~; is a represex ta t ive  l ist .  Khere a  con- 

vent ional  symbol is  ava i lab le  it precedes t h e  verbal  coi~ment. 

( I )  A dead draw (aothing t h a t  e i t h e r  player  can do can avert  

a draw), 

A complicated pos i t ion .  

=, a balanced pos i t ion .  

2, l ih i t e  has a s l i g h t  a d v a n t q e ,  

2 ,  i ihi te  has a  c l e a r  advantage. 

+-, i lh i t e  has a dec i s ive  advantage. 

A c e r t a i n  win f o r  Hhite. 

A d i f f i c u l t  pos i t ion  f o r  Xhite. 

A l o s i n g  move. 

An inaccurate  nover Hhite ueakens h i s  posi t ion.  

White s t rengthens h i s  positior. .  

?, a mistake. 

??, a blunder. 

!, a s t rong  move. 

! ! , a very s t rong  o r  b r i l l i a a z  nsve. 

!?, a b r i l l i a n t  but unsound zaue. 

Zest move. 

(!), best  move i n  d i f f i c u l t  c i r o . ~ s t a n c e s .  

A sa fe  move. 

i ihi te  should press  hone 51s ~ C v a n t r y e .  

Slack should play f o r  t i n e .  



The game-theoretic model pr-supposes per fec t  play, whereas 

i n  t h e  r e a l - l i f e  game of chess  (whekher h m  o r  computer) both 

s i d e s  a r e  suscept ible  t c  e r r o r ,  Our theory is  based on t h i s  dis-  

t i n c t i o n ,  and presen ts  t h e  f o l l o w f q ~ ~  miin features8 

(1) We fcllow 1.3. Goo& (1968) and i n t e r p r e t  t h e  values of 

terminal  pos i t ions  a s  u t i l i t i e s  a s  though t h e  game were 

played f o r  a u n i t  stake. Values f o r  pre-terminal posi- 

t i o n a  a r e  then ca lcu la ted  a s  . I n  

order  t o  avoid confusion we s h a l l  r e f e r  t o  these through- 

out a s  "expected u t i l i t i e s " ,  never a s  "values", reserv- 

ing  t h e  l a t t e r  t e r n  f o r  game-theoretic valaes ,  

(2)  A model of imperfect but s k i l l e d  play i s  developed. 

Chess skill appears i n  t h i s  model a s  an adjustable  

i n g  from O (random g lay)  t o  tB (per fec t  

play) - 
(3) I n  t h e  new model t he  c l a s s i c a l  game-theoretic treatment 

appears a s  a spec ia l  case. 

Consider a s t a t e ,  so, from which t r a n s i t i o n s  t o  successor 

s t a t e s  sl, s2, s3, .... sn caa  occur with respec t ive  p r o b a b i l i t i e s  

p l d 2 ,  p3, .... pn. Let u s  suppose t h a t  these  successor s t a t e s  

have associated u t i l i t i e s  3, u2 
u3, 

. . . . u Then t h e  expected n* 

u t i l i t y  associated with so is  5 piui. It follows t r i v i a l l y  
i m l  

t h a t  i f  ne i n t e r p r e t  a s  u t i l i t i e s  t h e  values at tached by t h e  r u l e s  

of chess t o  t h e  t e m i a a l  pos i t ions  then t h e  va lues  assigned t o  the  

non-terminal pos i t ions  by minimaxing can be in te rpre ted  a s  expected 

u t i l i t i e s .  I n  t h i s  spec ia l  case t h e  p q s  assoc ia ted  with those 

a r c s  of t h e  game t r e e  which carry a change cf game-theoretic value 
n 

a r e  a l l  0. Consequently t h e  evalua.tion of 2 pjui a t  each node 
i-1 

reduces t o  obtaining t h e  a& o r  t h e  3 of t h e  successor-values 

according/ 



accordiz.,- @s blt i te  o r  Sleek has the *:ve. TP.e above opec i f ica t ion  

is  r?mbi_rzraus i n  t h e  case %?hen txo 2 -  -ore o: the  moves applica3l.r. 

t o  a  a v s n  board posi.tion a r e  .;?..bu:+~~esez-eIn~~ ::e can e i t h e r  

s e l e c t  one of LRes:: a t  rnndon ar.3 fsssyn -1 probabi l i ty  of un i tg  

t o  it and zero probabi l i txes  t o  the  rest, or  we can divide t h e  

un i t  probzbilxty e ~ u z i l y  man,- tkm., Ir. ttae cezc of e r r o ~ f r s e  

play ca lcu la t ion  of expected u t i l i t i s s  acccr*c?ing t o  e i t h e r  procedure 

leads  t o  t h e  same r e s u l t ,  W s  the  b%is  of a. model of ac tua l  play 

we s h a l l  adopt t h e  secmd al teraat ik-e ,  :aP.lch is ~Ilustrateid, i n  

Figure 2. 

We now r e l a x  t h e  game-theoretie candi t ion t h a t  a t  each choice- 

point on t h e  t r e e  t h e r e  is probatill%,- I t h a t  a  value-preserving 

move ("sound" o r  "correctw move) i s  @Fasen, and we introduce t h e  

p o s s i b i l i t y  of e r ror .  I n  const,-ucti-,- a anode1 of e r r o r ,  .r:e ex- 

press  t h e  r e l a t i v e  p r o b a b i l i t i e s  of z a i 5 . q  a l t e r n a t i v e  moves from 

a  given p o s i t i o n  a s  a  monotonic i n e m a s i q  funct ion (decreasing 

funct ion f o r  Black, s ince  a l l  u t i l i t i e s  a r e  expressed from HhiLers 

s tandpoint)  of t h e  expected u t i l i t i e s  of t h e  cos respo~ding  successor 

posi t ions.  Thus t h e  move leading ta idhe highest expected u t i l i t y  

w i l l  be chosen with highest p r o b a b i l i t y  (3ut not with p robabi l i ty  l 

a s  i n  t h e  game-theoretic, e r r o l e f r e e ,  model), t h e  move leading Lo 

t h e  next highest  expected u t i l i t y  wi%h aeart highest p robabi l i ty ,  

and so on. We thus  envisage an i 6 a d i s e d  player  whose s t s t i s t r c a l  

behaviour r e f l e c t s  t h e  rank-orderiag of t h e  expected u t i l i t i e s  of 

chess posi t ions.  Using such a  model it is  again possible  t o  l a b e l  

a l l  t h e  nodes of t h e  t r e e ,  working rqmards from t h e  terminal nodes, 

but by a  procedure which d i f f e r s  frm t h e  mini- method. 

The notion of d i s c e r n i b i l i t y  

I n  o rder  t o  ca r ry  out some i l l - r ~ r a t x v e  computations based 

on t h i s  idea ,  we now choose a n  act-& nonotonic function. Xo 

s ign i f icance  i s  claimed f o r  t h e  pamzc-alar choice, s ince t h e  

po in t s  which we see!c t o  e s t a b l i s h  z~ ; m l i t a t i v e  r a t h e r  than 

quant i t a t ive .  Ce-rtain ideas  must, ;='-ever, be r e f l e c t e d  i n  

any such funct ion.  A c e n t r a l  one is t h a t  of d i s c e r z i b i l i t ~ .  He 

conceive t h e  player a s  s tanding upoz s given node of t h e  game-tree 

and/ 



snd lco':in,r t o ~ : ~ a ~ d s  i t s  auccesoors. ?hefie a r e  l abe l led  with their 

cxpoc.',ed utilities, 'but t h e  lnbalo a r e  not f u l l y  Bisccrnible  t o  

him. Discernibi ' l i ty  is d i r e c t l y  r e l a t e d  t o  tho s t r e m h  of the 

player  ( t h e  le-bels a r e  f u l l y  dincerniblc  t o  an i n f i n i t e l y  s t rong  

plzyer)  and inversely r e l a t e d  t o  t h e  number of moves separat ing 

t h e  node from t h e  end of t h e  next-move rnztes and s t o l e m t e s  

a r e  f u l l y  d i sccrn ib le  even t o  t h e  beginner, but next-nove expected 

u t i l i t i e s  obtained by backing up a r e  l e s s  so. Reflect ing these  

considerat ions,  we shall define t h e  d i s c e r n i b i l i t y  from a board 

s t a t e  so of t h e  expected u t i l i t y  of a  given successor s t a t e  s . as: 
J 

where 12 i s  t h e  merit of t h e  player i n  kilo-points of t h e  U.S. Chess 

Federat ion sca le ,  so t h a t  01 I:, and r . i s  t h e  number of moves th2 t  
3 

t h e  value associated with s j  hzs been backed up. The symbol 

denotes an a r b i t r a r i l y  small quant i ty  introduced t o  avoid t h e  

expression becoming i n f i n i t e  f o r  r = 0. 
j 

?he expected u t i l i t i e s  themselves a r e  r e a l  numbers ly ing  i n  t h e  

range from -1 through 0 t o  + l .  They a r e  in te rpre ted  a s  being i n  

logari thmic measure, t o  base d. Using t h i s  base, we take  t h e  an t i -  

logarithms of t h e  expected u t i l i t i e s  associated with t h e  2 successors 

of a  given pos i t ion  a s  giving t h e  r e l a t i v e  p r o b a b i l i t i e s  with which 

a player of merit 1.3 who has reached so s e l e c t s  t h e  corresponding 

moves. Thus, f o r  t h e  t r a n s i t i o n  so j S .s 
u .  J 

p  . sk: d ---- 
J 

(2 )  

lormalis ing these  so a s  t o  obtain ac tua l  p r o b a b i l i t i e s ,  pl, pp, .... 
pa, t h e  expected u t i l i t y  of a  posi t ion i s  evaluated a s  2 pi?, 

i=l 
where u. i s  t h e  expected u t i l i t y  of t h e  pos i t ion  generated by t h e  

i - th  nenber of t h e  s e t  of ava i lab le  cioves. S t a r t i n g  e t  t h e  terminal 

pos i t ions ,  t h i s  gives 2 method f o r  essigni-% expected u t i l i t i e s  t o  

successively higher l e v e l s  of the  zane t r e e  u n t i l  every pos i t ion  has 

Seen label led.  

A sanole connutat ion 

Consider t h e  terminal fragment of game-tree shown i n  F i g m e  1. 

We a-hall i l l u s t r a t e  s t e p  bg s tep  t h e  ~ a l o u l a t i o n  of expected u t i l i t i e s  

so a s  t o  l a b e l  every node i n  t h e  diagram. F i r s t  we m&e assmpt ions  
for /  

lac3 



f o r  t1-22 ?!::.I::-: ctrc::-t:?s Y ~ 3 2  .:: of"'-++ ... '.. 3nC 31:~:: re:,;>cc-livt-7 -, 
:i a I' . 

I' ::E. z r c  t o  e:::rrrct c z c . n ~ : e z  05 i h e  l:rus,?. ran;e or^ ~:alil:.hve? 

c.z-ce?:s cc ultrz.--:-72iliec . a & ,  . 3 bb.,,,e --- tree !:e cunt so-! t h e s e  

circn;t:?s l'e:.;; lo::. Let ,JZ 22% :I, = 3.2 2 : ~ ;  ::, = 1.4: ::;~Lte i:. :'..::- 
i 

r n  2b:ect Seztnner -.;I& 31r.c:: a ire*. kourr,z::cr,t pPa;.cl.. In our ::gee:. 

u t i l i t x  09 p o s i t i o n  s .  

2: A 1 1  successors  hzvc t h e  sane value,  +I. u(xL) = + l .  

: There is only one succeasur, so t h e  nove-grobability i s  uni ty .  

U(H ) = +I. 
5 

G I :  Unique successor.  u(cl) s 0. - 
G2: Equivalued cuccessors.  u(c2) = -1. - 
G3: Zquivalued cuccessors.  u ( G ~ )  = + l .  - 
: Tron (2 )  we have 

:love t o  Cr l :  do = 1 = r e l a t i v e  p robab i l i ty .  
12 

1:ove t o  G2: r = 1, so,  from ( I ) ,  d = 1.2 = 8.915. Rel. prob. 

= 1/8.915 = 0.1121. 

!Cove t o  G3: r = 2, s o  d = 1 . 2 ~ ~ 5  = 3.925 = r e l .  prob. 

~!ormalized p robab i l i t i e s :  G, 0.1985 

G2 6.0222 

03 0.7792 

U(F ) .: 0.1985 x 0 + 0.0222 x -1 + 0.7792 x +1  = +0.757 9 
El: Equivalued successors.  U ( E ~ )  = -1. - 
E2: r = 0. u ( E ~ )  = -1, and s i n i l a r l y  f o r  u ( % ~ )  end U ( E ~ ) .  - 
: Unique successor.  u(3 ) = 0.757. 

5 
: :!eve t o  El: r = 1. d = 1.212: Rel. prob. = 1/8.915 = 0.112. 

S imi la r ly  f o r  moves t o  E2, E3, and E 
4' 

Eove t o  26: Rel. prob. = I ,  and s i m i l a r l y  f o r  ncve Lo Z 7 .  

rove t o  55: r = 4. d 5 1.25s25= 2.604. Rel. prob. = 2,0540. 

Mormalised p robab i l i t i e s :  0.025 



~ 1 %  r = 3 .  .J!C ) -1: 2nd ~ i n i l z r l y  f o r  af \c2)  I u(c,) 3116 U ( C ~  j .  - 1 
Unique succo--or. u(C,f = 0,2i$tj. 

2 
~ 6 :  2quivrlu-6 raccccsors. s ( G ~ )  = 0,  an? sini lw-l ;  f o r  U(C ) - 

nnlZ c ( ~ ? ) .  
7 

31: l'ovo t o  C1: r = 1. d = 1.2". Rel. prob. = l/8.315 = 3.112 - 
en? s i n i l ~ r l y  f o r  moves t o  C p ,  C , ,  and C 

4 '  
Yovc t o  CL: r = 6. d = 1.2''~ = 2.272. ~ e l . - ~ r o b .  = 1.2240. 

Bornalised probabi l i t i es :  C1 0.06703 

C2  0.06703 

C 3  0.06703 

C 4  0.06703 

C 0.73130 
5 

1.00002 

u ( ~ 1 )  = 0.7313 x 0.246 - 0.2681 = -0.088. 

B2: SquivelueC r x c e s c o r c .  U(B ) = 0. - 
A: I : o v ~  t o  31: r = 7. d = 2.2'286. Re1.prob. = 1.391. - 

Kove t o  B2: Rel. prob. = do = 1. 

:?ornelised probabi l i t i es :  B1 0.582 

B2 0.418 

u(A)= 0.582 x -0.388 + 0.418 x 0 = -0.051. 

I n  Bibme 3 t h e  t r e e  of Figure 1 i s  shown with expected 

u t i l i t i e s ,  calculated a s  above, a t tached t o  t h e  nodes. The 

expected u t i l i t y  of t h e  root  nofie, A ,  t u r n s  out t o  be one 

t u e n t i e t h  of a uni t  i n  Black's favour, - 2 " s l i g h t  plus" f o r  

Blzck. The ana lys i s  of Blsck's "plus" i s  worth pursuing, f o r  

it illustra".e c e r t a i n  funclencntal concepts t o  which our theory 

is d i rec ted ,  i n  p a r t i c u l a r  t h e  idea  t h a t  a l o s i n g  move ( i n  t h e  

cane-theoretic sense of a t r a n s i t i o n  f o r  !ihite t o  value -1 o r  f o r  

Blac!: t o  value + I )  osn a l s o  be t h e  "best" move x a i n s t  a f a l l i b l e  

opponent. 

:iote t h a t  Blaci: can secure a c e r t a i n  d r a ~ r  by moving t o  

B ~ .  
?Tote a l s o  t h t  t h e  Eove t o  B is z l o s i q  move i n  t h e  

1 
gz-e-theorctic sensc, l o r  :!bite can then 1 7 1 3  b;r t h e  secuence 

B1+ C5 -3 --, 2, --, ??-+ Zj, a s  nhoxm by t h e  heavy l i n e  i ~ .  Fig. 2. 
3 2 

Yet t h e  cxec',ec' ~tL11;:; of t h e  nove, -0.088, is mar,-insll;. b e t t e r  f o r  

Black than t h a t  of t h e  "correct" nove (e:?ected u t i l i z g  = 0) ,  an6 our 

model of  Slnc::, poszcsseC of a weak tournzrent  p l a y e r q s  d i scerment ,  

shotis/ - 



shows a 5c' p ~ e f e r e n c e  f o r  the move. Wha a t a t s s t ~ c a l  advanLiige 

a r i s e s ,  2s can bc seen by inspectin,? tho d i ~ c r a m ,  I r o r  t h e  f a c t  

t h a t  play 13 sl:ltcizea xnto a subtrcc where %he errsr-prone Whlte 

has u u x r o u s  oppor tun i t i es  f o r  o r ror  presented t o  hxm. He has 

t o  f i n d  t h e  nee6l.e of sound play i n  a haystack of haaards. I n  sue!? 

a situation rre sometimes sag that Black s e t s  " t raps" I o r  h i s  

opponert. I f  t h e  a e s t h e t i c  f e a t u r e s  of t h e  nove t o  31 appeal t o  

t h e  commentator, he may even w e  t h e  annotation " '??", which we take 

t o  mean " b r i l l i a n ?  but unsound*. A s u f f i c i e n t  increase i n  t h e  

s t r e n d h  of TIhite could give cause t o  remove t h e  "!" or  even t o  

convert it i n t o  a second "?". To i l l u s t r a t e  t h i s  point we have 

re-calculated t h e  e n t i r e  diagram a f t e r  s e t t i n g  :qq = MB = 1.4, shown 

i n  Figure 4. Here t h e  move t o  B1 does not appear a s  "best", nor 

even a s  a mistake, but a s  a blander, and correspondingly our model 

of Black shows a preference of approximately 40:l f o r  B2. 

Returning t o  t h e  l i s t  of specimen evaluat ive comments in t ro -  

duced e a r l i e r ,  rre can now derive expl icat ions f o r  them. liiherever 

poss ib le ,  an exp l ica t ion  i s  expressed i n  t e r n s  of two funct ions of 

a board pos i t ion ,  namely i ts game-theoretic value and i ts  expected 

u t i l i t y  2. Where a move, r a t h e r  than a pos i t ion ,  is described, we 

use t h e  no ta t ion  bv a d  A: t o  denote t h e  changes i n  t h e  correspond- 

ing  q u a n t i t i e s  e f fec ted  by t h e  move. We denote by s1 t h e  p o s i t i o n  

from which t h e  move is made and by t h e  pos i t ion  which it generates. 

Some items of t h e  o r i g i n a l  list have f o r  completeness been d i f f e r -  

e n t i a t e d  i n t o  sub-concepts. Some of these  would never appear i n  a 

chess book although under assumptions of very low playing s t reng th  

they a r e  generated by our model. Case 2  of (6 )  i s  an example of 

t h i s :  a "decis ive advantagetf of t h i s  kind riould a r i s e ,  f o r  example, 

i n  t h e  i n i t i a l  pos i t ion  i f  Bobby F ischer  gave Queen odds t o  a 

beginner. 

Comnent Explicat ion 

(1)  A dead draw. 

( 2 )  2 i s .  complicated. 

( 3 )  3 ,  2 i s  balanced. 

Case I:/ 

v = O & u  = 0. 

t h e  f i r s t  few leve l s  
of the  t r e e  rooted 
i n  B have high 
branching r a t i o s  . 
v = O&u"O.  



C amen% B x ~ i i c a t  ion  

Case 11 3 is l i f e l e s s  
v 

Case 2; 3 has high t a m i o n  
P 

(4)' 2, White has a s l i g h t  a d m t a g e .  

( 5 )  2 ,  Hhite b e  s c l e w  advdbplt* (good 
winnf ng cbancae) . 

(6) +-, White has a dec i s ive  d v a t q e .  

Case l r  White has excel lent  winning - 
chances. 

Case 2r Although Phi- teBs game is  - 
t h e o r e t i c a l l y  l o s t ,  .he is  
almost bound t o  win. 

Case 3; An easy win for Hhite. 

(7) A c e r t a i n  win f o r  White. 

(8) 8 is  d i f f i c u l t .  

Case 1: White needs accuracy t o  - 
Becure t h e  draw. 

Case 2: Uhite needs accuracy t o  - 
secure t h e  win. 

Case 3: Although t h e o r e t i c a l l y  won, - 
White" pos i t ion  is so  
d i f f i c u l t  f o r  him t h a t  he 
should o f f e r  a draw. 

(9) A l o s i n g  move. 

(10) An inaccuracy: Hhite 's  move weakens h i s  
pos i t  ion. 

(11)  Hhi te*s  move s trengthens h i s  p o s i t i o n  

(12) ?, a mistake. 

(13) ??, a blunder. 

(14) ! , a s t rong  move. 

(15) I t  , a very s t rong o r  b r i l l i a n t  move. 

(16) !?, a b r i l l i a n t  but unsound move. 

(17) Best move. 

(18) ( I ) ,  best  move i n  d i f f i c u l t  c i rcunstances.  

(19) A sa fe  move. . 

v = + l ~ u = + l .  

v 5 + 1  and u = +I.  

v>> u. 

~ ( 8 ~ )  = -1 and 
.(qF--l. 

A v  = 0 & A u > O .  

' % v  ;. -1 and' 
not ( ~ U C C O ) .  

A v < O  and AuLCO. 

& v  = O & A u > O  
and sl is d i f f i c u l t .  - 

b v  = o Au>>O. 

VC 0 Au>> 0. 

p u  i s  mu. 

b u  i s  max znd 
s1 i s  d z i c u l t .  

b v = O &  
S2 is l i f e l e s s .  



Cornant 

( 2 0 )  W h i t e  should prees horas h i s  advanz.$%e." The mt io i ia le  
f o r  t r y i n g  t o  shorton t h e  same when ahead can be under- 
stood by noting i n  P i p s  3 how t h e  a d v c n t a ~ e  decays a8 
we move becEn.*'mds from the terminal  posidiona. I n  Figure 
5 White, i n  movixg; from 1 has been E;iven an ibdditioml 
opt ion i n  t h e  fo rn  of a "move t o  C 9 from rr'riich Black 

- i s  forced t o  move d i r e c t l y  t o  F (s2&htied a r c  i n  F i g p  5). 
Gme-thcoretiozlly t h e  a h i c e  "oe?rieen moviw t o  C and 

5 moving t o  C is  eo,ually balanced s ince  the7  a r e  both 
nagon" p o s i t k n s  f o r  Xhite. But t h e  expected u t i l i t i e s ,  

, +0.246 w a i n s t  c0eT570 t e l l  t h e  t r u e  s to ry ,  t2aa-b i f  he 
incurs  needless delay i n  a Iron pos i t ion ,  espec ia l ly  i f  
i t  is  a connlicated pos i t ion  (high branching r a t i o  of 
immediately dependent t ~ e e ) ,  he mul t ip l ies  h i s  chances 
of e r ror .  Our model s e l e c t s  t h e  move t o  C with 1.7 
times t h e  frequencx of C5, with a cor respo?&g increase 
of U ( B ~ )  & Fig. 5). 

(21) "Black s h c u l t  play f o r  time" is t h e  complementary advice 
one should give t o  t h e  other player  i n  t h e  f o r e ~ o i n g  
s i t u a t i o n .  I f  our h o the t ic31  node C had a second 
branch leading t o  1 9 T s h n m  a s  a. brokeg' l i n e  i n  Fig.51, 
then Black should p r e f e r  it t o  F 9- 

We exhib i t  s g s t e n a t i c a l l y  i n  Table 1 various combinations of 

v and 2, en te r ing  i n  each case t h e  eva lua t ive  comment which seems - 
most appropriate .  

The minimax value of 2 can be regarded as i n  some sense 

s u n m a r i s i q  t h e  values of t h e  terminal  nodes of t h e  t r e e  ro,oted 

i n  2. IZore obviously, t h e  expected u t i l i t y  of 2,  which has t i e  

form of a weighted mean, c o n s t i t u t e s  a sumnary of a d i f fe ren t  kind 

of t h i s  sane s e t  of quant i t i es .  It seems na tura l  to.proceed t o  

s f a t i s t i c s  of higher  order ,  i.e. from represen ta t ive  values and 

means t o  variances. IIight such seconfi-moment s t a t i s t i c s  a l s o  

possess recognisoble meaning i n  terms of t h e  chess oorrmentatorfs 

vopabulary? 

I.J. Good (loc. %.) discusses  a property of chess pos i t ions  

which he c a l l s  "agitation". He defines it by considerins  hot1 

s h a n l y  t h e  e s t i ~ z t e d  u t i l i t y  oP a pos i t ion  i s  c l lan~ed  bjr invest in^ 
a f u r t h e r  un i t  of 1:orl: i n  deepening t h e  fon:ard ana lys i s .  This  

qucrnt it ;{ 



p a t i t y  w i l l  IU~;O@S~SI&Q be gxrd*%imQ =la te& t o  t h e  w i r ~ n c e  

of t h e  d i s t r i h u t i c n  o f g - m l u a a  over t h e  dependent sub-tree, and 

henoe t o  t h e  memure wMcB are dmelop  below f o r  t h e  "tensionn cf 

s posi t ion.  The f o m e r  Britirsh Gharnpion, C.B.OVD. Alexander, uses  

thia term i n  an iatmdtpctory chrPpter t o  T i s o h e r  v. SpassQ a 

Bsykjsvilc 19"/2'% Ee &%ss (em Figure 6) 

"Let me illustrate (a l i t t l e  crudely) t h i s  quest ion of 
t ens ion  by cosgparing two opcaningsn 

A. ( ~ i u o c o  Pianissimo) 1. P-K4, P-K4; 2. Kt-ICB3, k"t-QB3; 
3. S B 4 ,  S B 4 ;  4. P43, P-Q3; 5 .  Kt-B3, Kt-33. 

B. ( ~ m e n f e l d  Defence: see t h e  Siegen game Spassky vv .  
~ i s c h e r )  1. P44, Kt-KB3j 2. P-QB4, P-KKt3; 3. Kt-QB3, P 4 4 f  
4 . P x P ,  K t  x P ;  5. P-K4, K t  x K t ;  6. P x K t ,  B-Kt2; 
7. B-4, P-434. The moves i n  example A a r e  per fec t ly  cor rec t  - 
but a f t e r  f i v e  moyes t h e  pame is a s  dead a s  mutton; it is  too  
simple, too  balanced, an2 is almost c e r t a i n  t o  lead t o  an ear ly  
and d u l l  draw. The moves i n  example B a r e  ob jec t ive ly  no b e t t e r  - 
but t h e  pos i t ion  is f u l l  of tension! White has a  povrerful Pawn 
cen t re  but Black oan exer t  pressure on it and, i f  he survives 

. the middle game, m y  stand b e t t e r  i n  t h e  ending - t h e  players  
a r e  already committed t o  a  d i f f i c u l t  and complex s truggle i n  
which a  draw is not very l ike ly . "  

A simple way of capturing t h e  s p i r i t  of  Alexander" d e f i n i t i o n  

within t h e  framework of our theory is  t o  use t h e  weighted mean 

souare of t h e  t e m l n a l  va lues  of t h e  t r e e  rcoted i n 3 ,  i . e .  

where 2 i s  t h e  s e t  of terminal  pos i t ions  and p i s  t h e  probabi l i ty  
t 

of a r r i v i n g  a t  t h e  4-th member of t h i s  s e t  s t a r t i n &  a t  3. A value 

of un i ty  corresponds t o  maximal tension and a  zero value t o  rnininal 

t ens ion  ( the  l a t t e r  can only be a t t a i n e a  by a  "deed draw"). The 

tens ion  of t h e  root node of Fi,me 3 is  es t inz ted  by t h i s  method 

.ss)/ 2 4  3efer r lng  t o  coment no.(3) above we assign t h i s  

roo t  node t o  Case 2 r a t h e r  than t o  Case f of t h e  catego-ry "balsnced", 

Rote t h a t  although "tension" is ca lcu la ted  from game-theoretic 

values,  vt ,  use i s  ,mde of t h e  u tq  s i n  t h e  ca lcu la t ion  of t h e  

p robabi l i t i es /  



probz-bilitlea, pst, hence t h c  seasure i n  ~f?fTetctcd 3y vdrfn%%@rs 

of t h e  n e r i t  p=cnoQam 512y a d  TBtr,. As soon aa .re g o ~ t u l a t s  

p e a t o r  ~ l ~ - r i n =  n-trorq*?t O I ~  the pert o f  ::'hi"* soma of rho  tenoioa 

of t h e  yos i t ion  is reEucedr m e  tens ion  of node A i n  3 i w s  4 

is a l l y  .024 r c f l c c t 2 ~  %tho fact. t h a t  t h e  Black iz almost c s s t s i n  

t o  s-teer plzy iinta t h e  " 'Cad $.ra~r* sub-tree. 

o t e  t 4 ptwa2 is  equal sinply t o  t h e  p robabi l i ty  
t& 

of a non&a\rn outcorn. But ue  have pre fe r red  t o  formu1e;te t h o  

expre3sion e x p l i c i t l y  zs a m i a n c e ,  s ince  i n  r e a l i s t i c  caasn 

w e - t h e o r e t i c  values a r e  m% l i k e l y  t o  be avz i lab le ,  ox- ca lcu lab le  

i n  pract ice.  The appmzlna t ing  f o m l a  & ptut2 q then ~ O Y O  
wxk 

usefu l ,  vhere t h e  ut's have been assigned by some evaluation 

funct ion ( o r  by human i n t u i t i o n )  t o  t h e  nenbero of U , t h e  s e t  

' of s t a t e s  on t h e  l o o b h e a d  horizon. 



Oar object  has Seen t o  extend t h e  s t r i c t  ~nne- theore t ic  i;odel 

of chess ,  uhich ass icns  t o  board goaitionn only t h r e e  values: +1, 
0 and -I. A good nodel should do jus t ice  t o  the  profusion of chess 

commentators' evaluat ions.  Specimen evaluzt ive comnents have been 

displayed a s  bench-narks a s i n s t  r ~ h i c h  t h e  extended theory nay be 

assessed. We hzve i l l u s t r a t e d  with rrorked examples a simple model 

based on t h e  notions of u t i l i t y  and s t a t i s t i c a l  e w e c t z t i o n .  Our 

model f i n d s  no p a r t i c u l a r  d i f f i c u l t y  i n  exp l ica t ing  t h e  specimen 

evaluat ive ccmnents. It a l s o  reduces t o  t h e  game-theoretic nodel 

i n  t h e  spec ia l  case of per fec t  play. 

Chess programs might benef i t  from using such a model, r a t h e r  

than t h e  cinimax nodel. The point could be t e s t e d  experimentally. 

Another worth-while study would be t o  explore p a r t s  of 2 son- t r iv ia l  

sub-game of chess of which v i r t u a l l y  complete game-theoretic 

knowledge e x i s t s  ( a s  i n  S. Tan's (1974) program f o r  K + B versus 

K + P e n d - m e s )  i n  search of i l l u s t r a t i v e  t r e e  fragments t o  rep lace  

our concoctec? examples. The nunerical exp l ica t ion  of concepts could 

then be use6 t o  nake t h e  program p r i n t  out i t s  own comnents on 

sample- end-game play. These could be compared wi th  t h e  i n t u i t i o n s  

'of experienced players. 
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s i n  v i r t u n l l y  s 18 n s is Hhr t c  :I-: 

inposs ib le  certalrn \*la i n ~ o s s l h l c .  c c l i c n t  2r: - 
(because of t h e  f o r  Blc?ci:. 

v = -1  in^ chcnccs. 
unlikelihood 31acI: neeCs 
t h a t  u should be accurncg- t o  i d e n t i c a l l y  aa!rc Gure ol 
zero). h i s  trin. 

s i s  a c e r t a i n  s i s  s i s  s i s  a 
d r a r r c w  Atow") Liilpossi'ole. impossible. balanced 

posi t ion.  

s i s  v i r t u a l l y  s i s  s i s  a Black has ex- 
impossible impossible. c e r t a i n  rrin c e l l e n t  &at:- 
(because of t h e  f o r  White. ing  chances. 
unl ikel ihood White needs 
t h a t  u should be accuracy t o  
i d e n t i c a l l y  make sure of 
zero). h i s  7;rin. 

Table 1. ~ v a l h a t i v e  coments  on pos i t ions  (con-.ents o n  noves a r e  not 
shovrn here)  corresponding t o  various coa3inatior.s of ,-me- 
t h e o r e t i c  value,  v, and expected u t i l i t y ,  &. 



A.r e x g  {iin 3Ifc': i ~ ? s  3; 3irc ' -  i!zs a. 3Iec:: needs 91nc:: hzs 2 l ~ c . r  hzs e 
f o r  372c:c t h e o r e t i c a l  rnll+l; extrexe ec- a c l e a r  t t e o r c t  l c n l  
(dec i s ive  ::in but i s  d i f f i c u l t  curecy t o  sdvsntage. iT in  but is  
advent age). almost bound uin. nake sure  1i::ely t o  

t o  lose.  of h i s  win lose .  
( a  very d i f -  
f i c u l t  win 
f o r  Black). 

Black has ex- Vhite bas Blac:~ has t lhi te  has 31ack has Jlhite has 
ce l len t  win- excel lent  a s l i g h t  a s l i g h t  good win- good winning 
ning' chances. winning acivantage. advantage. ning chances chznccs . 

chances. 
Vhite needs Hhite needs Black needs White needs Blac!~ needs 
grea t  accu- 31zck needs ca re  t o  ca re  t o  accuracy t o  zccuracg t o  
racy t o  make ,-eat accu- nake sure make sure of make sure of m!:e sure of 
sure of t h e  racy t o  of t h e  t h e  dratr. t h e  draw. t h e  dravr. 
draw. make sure  draw. 

of t h e  draw. 

White has a An easy win Hhite needs Whit,e has White has a White has 
t h e o r e t i c a l  f o r  Uhite. extreme ac- a mildly t h e o r e t i c a l  a c lea r  
win but i s  (dec i s ive  curacy t o  d i f f i c u l t  win but i s  advantzge. 
almost bound advantzge). make sure  of win. l i k e l y  t o  
t o  lose.  h i s  win ( a  lose.  

very d i f f i -  
c u l t  win f o r  
White). 
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A ,m,e t r e e  v i t h  i t s  t e m i m l  nodes 
(s;lo:in a s  sc_usres) labellec? with 
outcone va ues td ren  f ron  t h e  s e t  
1 ,  Q -1. Sfiaaiag of t h e  
rerc1nlr.g lodes ( c i r c l e s )  
ind ica tes  ::hick p l a r e r  42s tfie 
nove. 
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' icure 3. 
?he ,-me t r z e  cf Z i p e s  1 azc? 2 
Labelle?. ::it? e p e - t e e  u t i l i t i e s  

. . me e~;e rc r .  :.>insf ccr?es>0i:(?in; 
a r c s  zzf 2:s usce  :c "L-c:: u3" 
o.~,ecf e: u t i l i z i e z  t s-ccessivelg 
qisher l e v s l s .  As b e f c ~ e ,  tec:Ied up 
rcl-je- -:.?.arli2eL. n 
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F i w e  5. 
-4 rnoeifiea :rersion o f  T i p e  3 i n  
vh ich  2 zc:! r.o8e, C 5 . 1 ,  hes  beer! 
arldec! lec8in;:  t o  79 ( t ~ e  broken 
l i c e  r e p r e s e n t s  n :?;?o::?etical 
de l z - in i ;  Dove %or 3 1 n c l ,  s e e  t e&). 
fi.lt:lou;b - .~ithou$ cf:ec+ on tilc ;=e- 
t heo re f  i c  values o f  z o t e s  l f i n ~  
eSove it i n  t h e  t ~ e e ,  ir?ier?olatio:-. 
of ":is s?-orf-c-5 o ? t i o n  t i p  t h e  
ka1a r . c~  o f  eqec".eC c t i l i t i e s ,  s o  
t h t  a t  tthe r o o t  t:le nove t o  32 
k e c o 3 e ~  " '~es t" .  .I Q U 



F i m r e  5. Two chess  p o s i t i o n s  i l l u s t r a t i n g  t h e  
concept of " tens ion"  ( r r o n  Alexander,  
1972). The upper p o s i t i o n  hzs  101: 

t e n s i o n ,  and t h e  loirer has  h igh  
t e n s i o n  ( s e e  te*). 



CORTICAL E F B O D ~  OF PROCEDURES 

P. D. SCOTT, 

DEFT. ~ E R ~ N T A L  PSYCIIOLOGY 

LTmRSITY OF S'clSSM. 



F.E. Sco t t  

fnt roduct ion.  

Those of us  who work on neural. n e t s  can hardly f a i l  t o  

be aware t h a t  many workers i n  o ther  branches of a r t i f i c i a l  
i n t e l l i g e n c e  tend t o  regard such models as un in te res t ing ,  on 

two counts - They have very l b i t e d  c a p a b i l i t i e s  and, even i f  

one were b u i l t  which performed a  coniplex t ask ,  it would not 

be  c l e a r  how it d i d  so. The present  paper proposes a model 

of t h e  s t r u c t u r e  of ce rebra l  cor tex  which it i s  bel ieved 

removes both of these  object ions .  I n  add i t ion  t h e  model 

r e t a i n s  one of t h e  most important c h a r a c t e r i s t i c s  of e a r l i e r  

neural  n e t s  - it l e a r n s  t o  do whatever it does. 

The cur ren t  l a c k  of i n t e r e s t  in neural  n e t s  i s  l a rge ly  a  

r e a c t i o n  aga ins t  t h e  extravagant claims made about t h e  

p o t e n t i a l  of passive h i e r a r c h i c a l  networks (Fig 1 )  such a s  

t h e  Percept ion by some workers in t h i s  area .  Such networks 

do perform c e r t a i n  t a s k s  very wel l  and furthermore they w i l l  

l e a r n  t o  perform them. 13ther work has developed these  

c a p a b i l i t i e s  t o  t h e  maximum without claiming t h a t  they  

provided a  complete model of t h e  whole of percept ion (Ut t l ey ,  

2  Minsky and Paper t  have pointed out t h e  l i m i t a t i o n s  

inherent  in a l l  systems of t h i s  type (Minsky and Paper t  3) .  
If we wish t o  b u i l d  models capable of more complex behaviour 

we must the re fore  e i t h e r  abandon neural  n e t s  a l t o g e t h e r  o r  

e l s e  f i n d  some system more powerful than a  passive hierarchy. 

Most workers chose t h e  former course. I opted f o r  t h e  

l a t t e r ,  p a r t l y  because t h e  former means abandoning t h e  

l ea rn ing  c a p a b i l i t i e s  of neural  networks but a l s o  because i z  

seems reasonable t o  be l ieve  t h a t  the  rieurone i s  t h e  function- 

a l  sub-unit on which t h e  bra& i s  based. 

Xeasuring Computational Power. 

One way of deciding what t h e  computational l i m i t a t i o n s  

of a device a r e  i s  t c  demonstrate i t s  equivalence t o  a  

s p e c i f i c  c l a s s  of autozata .  Fo2 example, cne rnignr prove a  

Aevice i s  equivalent  t o  a Ic r ing  machine and i s  thus  able t o  

2erf  crm ary compu~at ioa tnz t  aqz m c h m e  can. Al te rna t ive ly  

one couid d e m o s s ~ r a t e  d i r e c t l y  t h a t  c e r t a i n  c l a s s e s  of com- 

pu ta t ion  a r e  outs ide t h e  c a p a b i l i t i e s  of t h e  device. 30th 

methods put r igorous l i m i t s  s n  the  r a g e  of th ings  t h a t  can 

be done. i n f o r t u n a t e l y  they t e l l  us very l i t t i e  about how 
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easily these things done, ,%en the most persuasive of 

conputer salesmec would have to buy rounds before he 

could sell a roachhe as "capable of anything" on the grounds 
that it is equivalent -to a Turing machine. Ke is much more 

likely to try and show that his -chine is better than an 
existing rechine whose 'power' is known to his potential 

customer. Similarly one almost always discusses the 'power' 
of a programming language by comparing its features with 

those of other languages. I propose to extend this idea and 
discuss neural nets in terms of what they have in common with 

programming languages. Certain difficulties will arise 

because neural nets operate in parallel while the programming 

languages considered operate sequentially. Nevertheless I 
think the coraparison will be useful. 

Neural Nets Compared With Other Programming Languages. 

The instructions in the assembler language of any com- 

puter may conveniently be classified into three principal 
categories 

1. Information-moving instructions 

2. Transformakional instructions 

3. Control transfer instructians. 

Suppose we were to try and write a program in such a languzge 
without using any of the instructions in category 3. This 

means we would not be allowed any form of jumping. Control 

would always pass to the next instruction in sequence. This 

is just the situation we find in the passive hierarchical 
neural net if we liken the computation of each layer to 

categories 1 and 2. Incoming patterns are processed by each 

layer in turn. There is no facilit3 enabling control to be 

transferred elsewhere. We do not usually apply the term 

computer to a machine so limited, Indeed Babbage is 
credited with the invention of the computer largely because 

he appreciated the necessity of control transfer instructions 

and so introduced what we call a conditional jump. This 

means that control need not simply pass to the next instruc- 

tion but may be transferred elsewhere depending on the 

outcome of a particular test. It would seem reasonable if 

we are to build more powerful neural nets to look for a w q ~  

to introduce such conditional branching. 



2 - 3 .  Scot t  

Control T s a e f e r  Ea A Aeural Net. 
A condi t iona l  branch i n s t r u c t i o n  t e s t s  a s p e c i f i e d  

p red ica te  rhen t r m s f e r s  control  t o  one place i f  it i s  t r u e  
and t o  m o t h e r  i f  it i s  f a l s e .  Our neural  equivalent  must 

incorporate  t h e s e  e s s e n t i a l  f ea tu res .  S h c e  two d i s t i n c t  
outputs  w i l l  be requ i red  it dl1 c o n s i s t  of a t  l e a s t  two 
neurones. It w i l l  a l s o  requ i re  a t  l e a s t  two i n p u t s ,  one 
which t r a n s f e r s  c o n t r o l  t o  it and one which t ransmi t s  t h e  
appropr ia te  p red ica te .  Such a  u n i t  i s  shown in Fig. 2. 

The neurone l a b e l l e d  'Do c e l l '  output has a  threshold 

l e v e l  such t h a t  it a c t s  a s  an 'and '  ga te  on i t s  inpu ts  from 
t h e  'Try c e l l '  and. t h e  predicate .  The 'Do c e l l '  output 
powerfully i n h i b i t s  t h e  'Try c e l l ' .  I f  t h e  p red ica te  i s  
t r u e  then con t ro l  i s  t r a n s f e r r e d  along output 1. If  on t h e  
o ther  hand it i s  f a l s e  then con t ro l  i s  t r a n s f e r r e d  along 

output 2. The reasons f o r  choosing t h i s  p a r t i c u l a r  two- 
s t a t e  s t r u c t u r e  w i l l  be demonstrated below. The whole is  

r e f e r r e d  t o  a s  a Try-Do' u n i t .  
It i s  u n l i k e l y  t h a t  a  programmer w i l l  be s a t i s f i e d  with 

t h e  s t ra igh t fo rward  condi t ional  branching c a p a b i l i t i e s .  ae  

w i l l  probably wish t o  w r i t e  sub-routines. This means he w i l l  

want not only t o  t r a n s f e r  con t ro l  t o  another p iece  of t h e  
progran bu t  a l s o  t o  t r a n s f e r  it back again t o  t h e  c a l l i n g  

po in t  when t h a t  p iece  has been executed. How would it be 

poss ib le  t o  incorporate  such procedure c a l l i n g  f a c i l i t i e s  

i n t o  t h e  neura l  ne t?  
Consider what happens t o  t h e  Tq-Do u n i t  i f  t h e  

p red ica te  i s  i n i t i a l l y  f a l s e  but  l a t e r  becomes t rue .  Control 

w i l l  t hen  be t r a n s f e r r e d  from output 2 t o  output 1. Thus i f  
i n  some way t h e  p red ica te  ind ica ted  t h a t  the  re levan t  'pro- 
cedure' had been completed t h e  'Try-Do' u n i t  would provLde a 

convenient procedure call-ing f a c i l i t y .  
Some Examples O f  Control Transfer Motor Cogtrol Networks 

To demonstrate t h e  power of  the  system we s h a l l  consider 
Try-Do u n i t s  located. in motor cor tex,  Output 1 o f  each mi t  

w i l l  r e s u l t  in t h e  animal per formkg a s p e c i f i c  ac t ion .  
I n  t h e  f i r s t  e x m p l e s  vie s h a l l  cousider a  new born 

baby ' s  behaviour a t  t h e  b r e a s t  (Piaget  4).  Fig. 3 A  
i l l u s t r a t e s  a s i n g l e  ~ m i t  which exhchibi;~ a  baby ' c behat-iour 
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ixmediatelg a f t e r  b i r t h .  It a l s o  intro&ucbs t h e  g raph ica l  

s > ~ b o l  f o r  a fry-lio uzl i t .  ?he s c t i o n  caused by an  output 

f ro=  t h e  Do c e l l  i s  s u c k i ~ .  The pred ica te  which must be 

t r u e  before  it can be done i s  t b e  simple t a c t i l e  sense of t h e  

n ipp le  i n  t h e  mouth. The u n i t  i s  a c t i v a t e d  by t h e  i n f a n t ' s  

hunger d r ive .  There is no second output so i f  t h e  nipple  i s  

absent t h e  c h i l d  has  no way t o  remedy t h i s .  

The next example (F ig  3U) provides a solut ion.  We have 

added another Try-Do u n i t  which c o n t r o l s  t h e  a c t i o n  crying. 

In t h i s  case t h e  c h i l d  w i l l  c ry  in t h e  absence of t h e  nipple  

so t h a t  h i s  mother may remedy t h i s .  It may i n c i d e n t a l l y  

appear t h a t  he w i l l  c q  b r i e f l y  anyway. However i f  t r y  

c e l l s  r e q u i r e  t h e  temporal summation of severa l  inpu t  s i g n a l s  

before  they  f i r e  t h i s  - w i l l  not occur. Notice t h a t  we 

m a n s f e r  con t ro l  t o  t h e  crying u n i t  i f  the  n ipp le  i s  absent 

and r e t u r n  con t ro l  t o  t h e  sucking u n i t  when it i s  presented. 

Fig.  3C i l l u s t r a t e s  another poss ib le  a l t e r n a t i v e .  Here 

we introduce two Try-Do u n i t s  c o n t r o l l i n g  head movements t o  

r i g h t  and l e f t .  I f  t h e  baby i s  a t  t h e  b r e a s t  but  t h e  nipple  

absent then  he w i l l  c a l l  both head moving procedures but only 

t h e  appropr ia te  one w i l l  r e s u l t  in an act ion.  O f  course i f  

t h e  baby i s  not a t  t h e  b r e a s t  he must r e s o r t  t o  crying again 

(Fig 3D). 
A Try-Do u n i t  may t h u s  be viewed a s  a procedure. This 

procedure i s  c a l l e d  e i t h e r  by a b a s i c  d r i v e  o r  by one o r  more 

o ther  Try-Do u n i t s .  It can i t s e l f  c a l l  one o r  more other  

u n i t s  and a l s o  i n i t i a t e  a s p e c i f i c  act ion.  Obviously v a s t l y  

more complex p ieces  of behaviour could be programmed i n  such 

a way. Another way of looking a t  such devices i s  t o  view 

them a s  machines which t r a v e r s e  d i r e c t e d  graphs of sub-goals 

t o  reach a p a r t i c u l a r  goal  s t a t e  i.e. a reduced bas ic  drive.  

The d i r e c t e d  graphs of examples 38 - 3D a r e  a l l  cycle  f ree .  

r'ig. 4 shows a network wlich a t tempts  t o  cope with t h e  "Bole- 

i n  t h e  bucket': dilemma. Tne d i r e c t e d  sub-goal grapn of this 

i s  a cycle  which can only be t raversed  i f  one of t h e  goals  i s  

al ready s a t i s f i e d .  The network in Fig. 4 w i l l  do nothing i f  

t h i s  i s  not  so. A s  soon a s  it i s  it w i l l  execute j u s t  those 

a c t i o n s  needed t o  mend t h e  bucket. 

Since t h e  examples shown have included diverging and 
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converging paths as well as a cycle we can clearly build a 
machine which will traverse w- particular directed graph of 
s~xbgoals. Notice incidentally that no actio~s are performed 

until a path has been found. Ln fact provided we have 
enough paper one can very easily build a W i n g  machine out 

Tqy-Do Units In Perception. 
So far we have considered the Tq-Do unit as a 

functional unit of motor cortex. The cerebral neocortex 

however has a suggestive structliral uniformity which leads us 

to the possibility that the same functional sub->nit night 

find equal application io sensory and cognitive processing. 
Lashley (11) has argued that the problem of serial order is 

central to the understanding of complex behaviour. In 

recent years psychologists have come to view perception not 

as a passive response taking its organisation from the 

external stimuli but as an active constructive and inferential 

process (e.g. Neisser ( 7 ) ,  Bartlett (8)). A full discussion 
of the structural and functional evidence for Try-Do units 

will be found in Scott (9). 
These facts suggest that it might be fruitful to apply 

the Try-Do units to perceptual tasks. To do this we add an 

additional cell which indicates if the Do output has just 

fired (Fig 5). This was not necessary in the examples of 

motor control because the consequences of an action on the 

world served such a role. (Nevertheless such additional 

cells may be useful in rootor cortex to provide smoothly 

integrated movements;. Fig. 6 shows a network for finding 
right angles of a certain orientation. Clearly such a 

procedure coul3 be called by several higher procedures w&h 

found for example squares or right-angled triangles. Xotice 

that the procedure has one input and one output. Ve could 

conceptual17 rqlace it with any procedure which fizidc right 
zngles. Thus although the network t-o recognise a comglex 

object might involve a grea.; number of unl.cs it u i i i  always 

be possible to reduce it to relatively simple functional com- 

ponents which we mzy regard as proced-u'es performing specific 

tasks. 



learn in^ h Tw-Do metworks. 

Learning has gone out  of fashion in A . I .  In t h e  f i r s t  

decade o r  so ,  t h e  ghost of Lady Lovelace haunted a l l  those 

whose p r o g r m s  only d i d  what t h e  p rogramer  t o l d  zhem t o  so 

t h a t  l ea rn ing  was considered a  zieasupe of i n t e l l i g e n c e .  In 
these  days of met r ica t ion  we use a  new yards t i ck  - how f a r  

t h e  machine e x p l o i t s  knowledge of t h e  world. With few 

exceptions A . I .  workers seem t o  have shelved t h e  learning 

issue.  It i s  a  problem t o  be t ack led  l a t e r .  

Y i  conviction i s  t h a t  you cannot f u l l y  understand how we 

do something u n t i l  you understand how we come t o  do it. 
Neural n e t s  models have o f t e n  exploi ted t h e  mechanism of 

varying synapt ic  weight i n  order  t o  a l t e r  t h e  n e t ' s  s t r u c t u r e  

a s  a  consequence of experience. The procedural n e t s  

descr ibed above r e t a i n  t h i s  f e a t u r e  i n  t h e  following way. 

A machine c o n s i s t s  of a  s e t  of sensory p r e d i c a t e  c e l l s ,  

a  s e t  of d r i v e s  and a  s e t  of Try-Do u n i t s  assoc ia ted  with 

s p e c i f i c  ac t ions .  The pathways coupling T r y  and Do u n i t s  

a r e  f ixed.  The o t h e r s  a r e  adapt ive and f a l l  i n t o  two groups. 

The f i r s t  c o n s i s t s  of p a t h s  from a l l  t h e  d r i v e s  t o  a l l  the  

Try c e l l s  and pa ths  from a l l  t h e  Try c e l l s  t o  a l l  t h e  other  Try 

c e l l s .  These a r e  t h e  pathways along which con t ro l  i s  t rans -  

f e r r e d  t o  sub-goal seeking procedures. The weight of such a  

pathway i s  made propor t iona l  t o  t h e  Shannon mutual informa- 
t i o n  between performance of t h e  ac t ion  and reduct ion of the  

dr ive.  Thus i n  Fig. 3B t h e  pa th  between Try Suck and Try 

Cry is  rewarded because crying r e s u l t s  i n  n ipp le  p resen ta t ion  

w k h  switches t h e  Suck u n i t  i n t o  s t a t e  'Do' and the  output 

from 'Try  Suck' i s  t h u s  reduced. The o ther  group of 

adapt ive &pathways a r e  those  from a l l  t h e  senses t o  a l l  the  Do 

c e l l s .  These a r e  rewarded when a  reduct ion i n  t h e  input  t o  

t h e  Try-Do u n i t  c o r r e l a t e s  with a c t i v i t y  i n  t h e  Sense - 30 

pathway. Detai led d i scuss ion  of t h e  l ea rn ing  equations 

appears in Scot t  (9).  
111 t h i s  way a  device whose behaviour i s  i n i t i a l l y  random 

gradual ly  programs i t s e l f  i n t o  a  network of ne-ma1 procedures. 

Implementation. 

Both f ixed  and adapt ive pathway vers ions  of s e v e r a l  Try- 
Do networks have been demonstrated by s imulat ion i n  Algol 68 



on arri LCL 19W co~nputar (Sco t t  (9))- 
l w t h e r  Comparison With Programing Lanjci ia~es~ 

We now re tuna  t o  t h e  comparison o f n n ~ u r ' a l  riei-n with 

p rograming  l m g ~ a g e s ~  The l e v e l  we have brought neural  

n e t s  up t o  i s  t h a t  o f  an assembler code with subroutine c a l l  

f a c i l i t i e s .  There i s  s t i l l  a lone; w a y  t o  go before  t h e  

exal ted he igh ts  of Planner o r  Algol 68 a d  yet  i o  c e r t a i n  

ways we nay be f u r t h e r  on. 

M a n y  of t h e  advances i n  p r o g r m i n g  la~nguages s ince  

assembler code can be placed i n t o  two categories .  Yie 

f i r s t ,  usua l ly  termed ' s y n t a c t i c  s u g a r ' ,  c o n s i s t s  of more 

n a t u r a l  syntax i n  which t o  wr i te  programs. de have t o  

s a c r i f i c e  t n i s  f a c i l i t y  and s t a y  a t  t h e  'machine-code' l eve l  

i f  we wish t o  s tudy learning.  Since we a r e  repaid by having 

our programs s e l f - m l t i n g  t h i s  seems a reasonable bargain.  

I f  we abandon lea rn ing  it 1 s  a r e l a t i v e l y  easy th ing  t o  

provide ' s y n t a c t i c  sug;ir-n much t h e  same way a s  Fort ran 

does f o r  assembler code. The o ther  category of p r o g r m i n g  

advance c o n s i s t s  of eaiancements of da ta  s t r u c t u r i n g  

fac i l i t i e s .  Here t h e  analogy breaks down because the  

d i s t i n c t i o n  between da ta  and procedure i s  not c l e a r  in a 

neura l  ne t .  The knowledge t h a t  any neural  ne-c has i s  

embodied i n  t h e  form of connections between u n i t s .  I n  the  

examples we have discussed t h i s  has mounted t o  s t o r i n g  which 

p r o c e d ~ r e s  t o  c a l l  i n  a p a r t i c u l a r  s i t u a t i o n .  This is  of 

course a s i m p l i s t i c  statement of the  ' t h e s i s  of procedural 

embedding' (3ewit t  (10)). It was so  make possible  sucn 

procedoral embedding of knowledge t h a t  t n e  l a g u a g e  .?lanner 

was developed. 

?h i s  i s  not t h e  only resemblance betweer! the  proposed 

neural  network and F l a m e r .  The c o ~ t ~ o i  s t r u c t u r e  aas  t h e  

ssme power a s  t h a t  of a h i g ~ l y  m12iti-processes Z l a n m r  

implemefitation. Consicer f o r  example, t h e  'i-Io;e ili the  

bucket '  problem. If wnlle seeklrg s s tone we 2apyec t o  f ind 

a straw of t n e  rigst i e n g r ~  we i m e d i a ~ e ~ l ;  5&ck%raclc and aead 

t h e  bucket. There a r e  however marked d i f fe rences .  In 

p a r t i c u l a r  F l a m e r  possesses a da ta  base of Cieclarations a d  

imperatives.  much 3f Planner i s  b u i l t  around o p e r a t l o ~ s  oa 

t h i s  da ta  base. ETobably t n e  f a i r e s t  conpa-ison wodld be t o  

l i k e n  t h e  'Try-30 network t o  a machire 07 k l ~ i c h  t h e  proc,e2ural 



coap~ronent of >lamer could v e r y  easily be imple~lcriCed. 
Z~mary. 

Ihe computational power of neural networks tms:  been 

neasured by coraparing $$em with programing languages. In 

the light of these co~arisons a two-state nereral unit has 
been proposed as a buildkg block for cerebral cortex. It 

is argued that such unirs &ow ~ h e  cortical implementation of 

procedure calls. The resulting networksare self-programing. 

Tnis work forms Part of a D.Thil. thesis to be submitted 

in 1974. It was carried out with the supervision of 

Professor A .  11. Uttley, University of Sussex arid the 

financial support of the S.R.C. 
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5966 ABOUT im 
(9om problems and s p c d a t i o n s  . ) 

By dLarm S l a m ,  School of Social Sciences, ?3niversfty of %sex. 

The d m  of %his paper is  methodological and t~toria3. .  It uses elenen- 
number c-wce t o  show how ref lect ion on the f i n e  s tmcture  of fauLXasr 

a b i l i t i e s  generates requiremats  expcsiag the inadequacy of initially 
plausible m l w t i o n s .  We hahave t o  learn how t o  organise our cornon sense 
I c o m l e ~  aiake -It expl ici t ,  and we don't need experimental data so m& 
a s  we need t o  axtend our model-building know-how. 

Introduction 

Work i n  A. I .  needs t o  be informed by accurate analysis of r e a l  human 
a b i l i t i e s  if it i s  t o  avoid exaggerated claims, and excessive concern with 
tuy projects .  The re f lec t ive  method advocated here has much in  common w i t h  
the approach of some l inguis t s  and with philosophical analysis of things we 
all know, as  practised by Frege, Ryle, Austin, Wittgenstein and ot'hers. 
Philosophers' analyses are  dis tor ted by the i r  preoccupation with old puzsles 
and paradoxes, and by t h e i r  fa i lu re  t o  think abollt the problems of desi  
symbol-manipulating (information processing) mechanisms. Psgchologists, 
with a few exceptions (e.g. Piaget, Wertheimer, Heider) miss out on the 
analysis altogether, pa r t ly  because they confuse it with introspection, 
par t ly  because they are  driven by the myth t h a t  t o  be a sc ien t i s t  i s  t o  
co l lec t  new data, and par t ly  because the technique i s  hard t o  learn and teach. 

The analysis of elementary number competence, given below, is  nixed up 
with speculation about mechanisms. A metaphor now taken f o r  granted, though 
perhaps one day i t  wi l l  have t o  be abandoned, i s  that  acquiring and using 
kuowledge requires a memory containing vast  numbers of "locations" a t  which 
symbols af some kind can be stored. They need not be spa t ia l  locations, 
since points i n  any symbolic space w i l l  do, such as  frequencies of radio 
waves, o r  s tmctures  of molecules. So ray remarks below about locations and 
addresses which iden t i fy  them make no assumptions about the medium used, 
except tha t  i t  provides enough locations a t  which symbols can be stored, 
iocluding symbols which iden t i fy  locations in memory, i . e .  "pointers". I 
make no assumptions about the mechanisms maIdng addressing possible except 
t h a t  exp&it addressing takes a negligible amount of time. It makes no 
difference f o r  present purposes whether the locations are brain cel ls ,  
molecules, frequencies of brain waves, or par ts  of some s p i r i t u a l  mechanism. 
Physiology is irrelevant  t o  way problem a b c ~ t  the structures aod functions 
of mental mechanisms. 

The main problem t o  be discussed here i s :  What i s  elementary number 
competesce and how i s  it possible? The f i r s t  task i s  t o  maice expl ici t  ailr 
common sense knowledge about -&hat sor t s  of things are possible. (Not laws 
of behaviour, but poss ib i l i t i es  are what we f i r s t  need 3; paplain. There 
are  very few laws of hunan bekv'iow, bat  very ~ ~ n y  piesi 'ojlli t ies.) By 
t h u k b g  about the mechauisns required t o  explain these poss ib i l i t i es  we 
begin t o  reveal, the poverty of most philosophical and psychological theories  
about the nature of mathematical concepts and knowledge: they k d l y  begin 
t o  get t o  grips with the de ta i l s  we a l l  h o w .  

W e r  concepts aren ' t  sinpie thtngs you e i ther  ge t  or iionft get, but 
ccnplcx exterdable struct--es buii t YJ graduall-?. Reflecting ,,a even the 
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several possible qmt s m ,  'p1.d a i f l c u l t y  Lfes in 
ing v h t  s o r t s  of w c m  o t  CmQ ti0 

but could f o m  part of a lwgm- = c u m  fsxpl mch more. There i s  a 
serioua need t o  extend o m  b l e Q e  of v d e a e s  of possible c w t a t i o n a l  
mechanisms. 

The part icular  problma to be discussed here a re  concerned with 
lolowing muaber words, icnccwing act ion sequences ( l ike  counting), and 
enriching one's understanding of a previously lea rn t  sequence. E " !  more 
questions -dl be asked than answered. 

K n a  number words 

A chi ld learns t o  recognise souads l i k e  nonen, rrtuo", nnurnberti and 
Itcount". An untutored view is  t h a t  repeated exposure causes the sound t o  be 
stored, so that new occurrenoas can be recognised by matching. Immediately 
all s o r t s  of questions can be asked. In what form is the sound represented - 
i s  it analysed i n t o  recognisable fragments, such as p h o m s ?  How are 
experiences selected as worth s tor ing? How i s  a matching item found in the 
vast  s to re  of memories when a word i s  recognised? Is an index used f o r  
finding items, and i f  so how does a chi ld how about index construction? 
How i s  the matching between perceived and stored items done? Are variations 
coped with by storing variant  forms or  by using a f l ex ib le  matching 
procedure or both? In the f i r s t  case, how i s  the equivalence of stored 
variants  represented? Why i s  repeated hearing sometimes needed f o r  l e a m h g  - 
i s  it because the chi ld needs t o  experiment with different  modes of analysis, 
representation and matching, in order to f i n d  a good way of dealing Hith 
variations? If so, how a r e  the experiments msnaged? Why i s  repet i t ion same- 
times not needed f o r  learning? When a new word is  learn t  how i s  new storage 
space n o c a t e d ?  How i s  the  a b i l i t y  t o  say the word represented? Is output 
controlled by the same representation as  recognition? How are different  
output s ty les  associated with the  sane item, such a s  m a s h  and French 
number names Rclean numerals? Does being able t o  count in 

l i c i t  storage of d i f fe ren t  sequences, or i s  the same m e r e n t  1%" 
sequence used with a decision about output s ty le  a t  each step? O r  can both 
methods be used? 

Using only 26 l e t t e r s  we can construct thousands of words. A 
frequently used principle of computation is t h a t  if a small s e t  of symbols 
i s  available and quickly recognisable (e.g. because the s e t  i s  small and 
the matching simple), then a very much larger  e f f ic ien t ly  usable s e t  of 
symbols can be mde available, each consisting of some combination of 
symbols from the small se t .  By imposing an a rb i t ra ry  order on the or iginal  
s e t  of symbols, we can make processes of s tor ing and retr ieving large 
numbers of the new symbols look Uke f a s t  para l le l  searches, f o r  instance 
in the way we use alphabetical order t o  f ind a name in a directory uithout 
exhaustive search. Alternatively, recognition of a complex item may take 
the form of computing a description, using recognition of the components, as 
in parsing a s a t e n c e  or f L & b g  the average of a s e t  of numbers (constructive 
recognition). So perhaps analysis  of words i n t o  syllables, phonemes, or 
other sub-structures i s  used by children t o  f a c i l i t a t e  storage and recogni- 
t ion  of the thousands of words they learn. This a t t r ibu tes  t o  toddlers 
sophisticated but unconscioas computational a b i l i t i e s  (e.g. the construction 
and use of indexes, decisian t rees ,  parsers).  What do we know about 
possible mechanisms? 



It i s  often sw$ssted that solatl of the rimarkable efficiency of h w  
memory could be explaiartd by a con- t -dhssab le  s tore,  i . e .  a large 
col lect ion of storage units each ing i t s  contents with a 
broadcaet pattern, and ahouting "Hem it isu t o  a central  processor. 
However, this leaves problem about our a b i l i t y  t o  cope Kith 
items varying e n o m w l y  in s h e  and colarpldtg, such a s  l e t t e r s ,  words, 
pksases, sentences, p l m ,  t h  nuraber sequence, etc., and our a b i l i t y  
t o  re t r i eve  on the basis  of e l  nces rather  than simple matches: 

t 's the s d e s t  thre r which r-s with 'heaven' and 
contains repeated digitlu. The cen t r s l  processor would need t o  be able t o  
"*" 7 
transform questions into f o r m  l i k e l y  t o  produce responses from relevant 
storage units. This r e q ~ L r e s  s a m  kind of index or catalogue of the 
contents of those units, which would make t h e i r  content-addressability 
redundant1 Most of this paper i s  concerned with problems of indexing. 

Associations between lea rn t  i t e m  

Merely being able t o  t e l l  whether an item has been met before i s  not 
of much use. Nore must be h o r n  about it: such as how t o  produce it, in 
what forms it mey be experienced, tha t  it is  a word, tha t  it belongs 
t o  a cer tain syntactic class ,  t h a t  it has cer tain uses, tha t  it i s  one of 
a group of words with related meanings or uses (a semantic f i e l d ) ,  that  
various objects and procedures are  associated with it, and so on. 
Associationist psychologists and empiricist philosophers are obviously 
r i g h t  i n  claiming t h a t  much knowledge depends on lea rn t  associations. But 
they have been so concerned with the external conditions f o r  establishing 
such associations t h a t  they have hardly begun t o  think about the problems 
of how such knowledge might be represented, stored and manipulated so as t o  
be accessible, usable, and i f  necessary modifiable. (Explanations which 
convince one's colleagues are  sometimes seen t o  be inadequate only as  a 
r e s u l t  of attempting t o  design a mechanism actual ly able to do these things.) 

Bog one item may have t o  be associated with very many others. The 
word "word" i s  somehow linked t o  thousands of instances, and the item 
representing oriels home town linked t o  very many f a c t s  hewn about tha t  
tam. S W a r l y ,  we expect children t o  pick up many f a c t s  about an 
individual number, such as tha t  i t  is a number, tha t  i t  i s  used in counting, 
what its successor is, what i t s  predecessor is, whether i t  i s  odd or even, 
whether it i s  prime and i f  not then what i t s  fac tors  are, which pa i r s  of 
numbers add up t o  it, the r e s u l t  of adding or multiplying i t  with various 
others, how t o  say it, how t o  m i t e  it, how t o  recognise it when said or 
wri t ten in various s tyles ,  how t o  bypass counting by recognising spa t ia l  
patterns corresponding t o  it, what it can be used for ,  how to count forwards 
from it, how t o  count backwards frcm it, where it l i e s  i n  re la t ion  t o  
various "landmarks" in the number sequence, a& so on. (See f igure 1 .) Why 
should we expect children t o  pick up so  mang associations? The process of 
building up those associations i s  a long one and involves marag mistakes 
which get corrected. An explamtory theory must s-pecify a mechanism which 
i s  not merely able t o  hold the finished s tructure in an e f f ic ien t ly  access- 
i b l e  form, bilt i s  a l so  capable of explaining how such structxres can be 
b u i l t  up, hov they are  mo&i.fied, hok- they are  used, e tc .  I do not believe 
educational psychologists have the foggiest notion of xhat wch a nechanism 
might be l ike .  Yet gif ted teachers have scne in tu i t ive  grasp of how it  
works. 

Take the question tWhatls a f t e r  three?". The problem is  not merely 
t o  f ind something associated srlth " t L h e "  and "after". Besides nfourR, 
tttwott w i l l  be associated with t b ~ r a ,  and so may l o t s  of p&s of numbers be, 
e.g. pa i r s  N and K f o r  which it i s  knm t h a t  :i is  F: rtfter three: f ive  i s  



Wo d t e r  t b e e r  $0 gett* %D the m w s d  ~assooi&Mon requime the  
&L.llr;y to 8na-e zBEB q m s s m  (wI1ILch mnay be d i w o u e )  use %he 

control tks sear& f o r  r e l e v a t  Uaks i n  the s tore of msocia- . in f igure I ,  f%& the node r e ~ e e s n t *  t h e  tbm s e w &  f o r  
orR. Do &dldren Lewn t o  b r w l a t e  the 

s t ion  i n t o  t b i v  of i n t e d  p r o c e d m ?  Wox?) 

mere  .axe z w a ~  w a p  in W C h  associations can be stored, and U f e m n t  
s t ructures  requF.r d i f fe ren t  pmc&ws f o r  theb-  use. A c 
computing i s  t o  use Rppoperty-Ustsw or  "association-Xsts", as  in f i g w e  2, 
which shows a chain of links h e r e  each Link cont&as two stomge c e l l s  
t rea ted  a s  an e i a t  mechanism. A Ghaln be attached 
t o  some item, e.g. t o  era1I9 and related items we *hungn 
f m m  the chain by mans of p r h h r s  giving t h e i r  addresses. As f igure 3 
shows, the items h q  f ron  the dhBig may themselves be associations, 
corresponding t o  the label led W s  of f igure 1 .  Thus in the contest of 
the chain attached t o  ntbree", there i s  sn association between wpredecessorF~ 
and ntwon, whereas in a chain attached t o  !Yourn (not shown) there would be 
an association between "predecessorf1 and "three". Associations are  re la t ive  
t o  context. 

Stored s tructures  a re  not enough. Procedures are  required f o r  
creating and finding associations in them. For instance, the following 
procedure w i l l  generate a search down a chain s t a r t i n g  a t  LINK, looking f o r  
an association of type LBBEZ, in a s t ructure l i k e  figure 3, and will return 
the  associated item as i t s  resu l t .  

So EUDASSOC(THREE, TPPE), f i e lds  a pointer t o  NUM6ER as i t s  resu l t ,  in 
f igure  3 .  A more ccanplex procedure i s  required for adding a new associations 
it w i l l  have to  get a f r e e  l i n k  (how?) and i n s e r t  i t  a t  a sui table  place in 
the  chain, with i t s  HD pointing t o  the  new association and i t s  TL pointing 
t o  the next l i n k  in the chain, i f  any. If children do aogthhg l i k e  t h i s  t o  
s tore and use associations, then how do they build up such chains, and how 
do they come t o  how the procedures f o r  finding required associations? Are 
these inborn mechanisms? Clearly not all procedures f o r  get t ing a t  stored 
information are  innate. For instance, children have t o  learn how t o  count 
backwards or answer 'What 1s before f f  our 1 ?'I even though =may already 
know the order of the numbers. More on this l a t e r .  

Learning a sequence 

In this paper I sha l l  not consider the more advanced stage where a 
chi ld grasps a rule  f o r  generating indefini te ly many number names, e.!. 
using decimal notation. An e a r l i e r  stage involves learning t o  recogmse 
not only isolated words, but a l so  a sequence "onew, lltwon, "three", e tc .  
This i s  comon t o  many things children learn.  Some lea rn t  sequences are 
made up of already meaningful par t s  which combine (how?) Co form a new 
meaningful whole, like "Mary had a L i t t l e  lamb.. .", whereas other sequences, 
l i k e  the alphabet and numbers used in ear ly  collnting games, are arbi t rary,  
when f i r s t  l ea rn t .  Sequences with vasging amounts of s ignif icant  s t racture 
include: the days of the week, the l e t t e r s  used t o  spe l l  a word, the sounds 
in a spoken word, the sequence of in te rva l s  i n  a song, the steps required 
t o  assemble a toy, routes Prequently t ravel led,  recipes, and various g a i s  
and r i t u a l s .  An adequate explanation of how the simple and a rb i t ra ry  



sequmces m e  le-%$ ca stored o r  p d u c e d  s h d d  &so be par t  of an 
e x p l m t i o n  of m e  a b l l i w  t o  c o p  with more complex structures eon 
siinple sequacas as parts ,  such rs a u s e q  rhymes xMch have mmy l eve l s  
of s t rackwe,  and act ion p c d u p e s  which, besides simple sewences,dso 
c o n t d  l o o p ,  ccuthliaceonal b r w h e s ,  ssio-procehres, gaps t o  be f i l l e d  by 
d e c i s i o n - d q  at axecution %.he, and other f o r m  of orgarrfeation. 

All t M s  p h C s  t o  the old idea (casnpwe l i l l e r ,  a4.) tha t  
abilities have IIQ~& b c with coqmter programs. ~ut-?wther 
reflection on fgmiliar f a c t s  shms  tha t  program in the most coapncm prow- 
ning languages don,% provide a r i ch  enough basis  f o r  turning t h i s  frm a 
thin metaphor in to  an explanatory theory. For instance, people can excute 
unrelated actions in para l le l .  Noreover, chwapparently donlt require 
t h e i r  procedures t o  have bu i l t - in  t e s t s  t o  ensure tha t  conditions f o r  t h e i r  
operation c o n t i n ~ e  t o  be -d, w i t h  expl ic i t  instruct ions about w h a t  
t o  do o t h e d s e ,  l i k e  instzvctions f o r  dealing with the em3 of a l ist .  U 
s o r t s  of unpredictable things can h a l t  a human action a t  any stage (like 
learning onets hmse i s  on f i r e )  and a decision about what t o  do can be 
taken when the inter lvpt ion occurs, even if no expl ic i t  provision f o r  such 
a poss ib i l i ty  i s  b u i l t  i n t o  the  plan or procedure being executed. These 
points suggest tha t  models of human competence w i l l  have to  use mechanisms 
similar t o  operasing systems f o r  &ti-programmed computers. For instance, 
an operating system esn m a program, then interrupt  it when some event 
occurs even i f  the program makes no provision f o r  interruption. Similarly, 
i f  something goes wrong with the msming of the program, l i k e  an attempt t o  
go beyood the end of a ! i s t ,  the program breaks down, but the operatjag 
system or  in te rpre te r  which rPas  the program can decide what t o  so, e.g. 
send a message t o  the progrwner, so t h a t  there i s  not a to ta lb reckdom.  
O f  course, the operating systen i s  just  another program. So the point i s  
simlly that  t o  make the program metaghor f i t  human a b i l i t i e s ,  we must d l c i w  
not merely tha t  one program cao use another a s  a subroutine, but that  some 
p r o g r m  can execute others and control t h e i r  execution, i n  a para l le l  
ra ther  than s hierarchic fashion. (These arguments are  familiar t o  mas$ 
people in A . I . )  

I n  counting objects,  a child has t o  be able t o  generate different  
action sequences in para l le l ,  keeping them i n  phase. Thus the process of 
saying number names, controlled by an in te rna l  structure, and the process 
of pointing in turn a t  objects in some group, controlled by the external 
structure, .have t o  be kept in phase. In a sui table  programming language 
one could keep two processes in phase by means of a procedure something 
l i k e  

Unfortunatelg, Chis i s  not an acceptable mocel is view of the f a n i l i a r  f a c t  
that  childrer, (and zdlilts doing t-hings in  para i le l )  sometimes get out of 
phase wnen comtiag and (sometbe.) s t sp  and correcT themseh*es. Tkis 
sluggests tha t  keeping the two sequences h 3hase is  dcne by a th i rd  process 
something like ac operating s p t a  which s t a r t s  the processes a t  s p e c i f i d  
speeds, but monitors t h e i r  performance and modifies +he speeds if necessary, 
interrupt ing and perhaps res ta r t ing  if the sequences get out of phase, which 
would be impossible with the prccedwe CSEXECUE.  It i s  as i f  we could 
write programs sc~nethiq l ike :  



m 

To QET CJUT OF mSE m 
PROGESS2 EEEP i23 W E ;  

(d) IF FRQGESS1 ABD W W S 2  GET OUT OF FEIWSE TfE26 IBSTART TKEX; 
Em 

The capatat ional .  f a c i l i  cguired f o r  this Mnzd of 
sophisticated than in GO end are not provided in 
languages. ( ~ o n i t o r i n g  interact ions between asynchronous para l le l  processes 
way be an important source of accidental discoveries (creat ivi ty)  i n  
children aad adults. ) 

Fmther, the chi ld hss t o  be able t o  apply different stopping condi- 
t ions  fo r  this complex parath ' I  process, dependlsrg on what the  task i s .  SO 
it should be possible f o r  yet  mother  process t o  nul the procedure PWLSE, 
watching out f o r  appropria-te stapping conditions. For instance, when the 
question i s  "How many buttons m e  there?" use "No more buttons" as main 
stoppiag condition, whereas in response t o  a request "Give me f ive  buttons7', 
use Wuiber f i v e  reached11 as main stopping condition. I say m a i n  stopping 
condition, became other conditions may force a h i i t ,  such as get t ing out 
of phase or sunning out of nurskrers or (in the second case) mmxing out of 
buttons. H m  do children lea= t o  apply the same process with different  
stopping conditions f o r  different  purposes? Bow i s  the intended stopping 
condition plugged in to  the proeess? This would be t r i v i a l  f o r  a programmer 
using a high-level language i n  which a procedure ( to  t e s t  f o r  the stopping 
condition) can be given as  a parameter t o  another procedure - but do 
children have such f a c i l i t i e s ,  o r  do they use mechanisms more l i k e  the 
p a r a l l e l  processes with interrupt  f a c i l i t i e s  described here? These para l le l  
mechanisms might a l so  explain the a b i l i t y  t o  l ea rn  t o  watch out f o r  new Ends  
of errors .  E. g. having lea rn t  t o  count stairs where there i s  no poss ib i l i ty  
of counting a n  item twice, learning t o  count buttons or dots requires 
learning t o  monitor f o r  repet i t ion and omission. There are many ways %2;is 
could be organised. 

If we consider what happens when a ch i ld  learns t o  count beyond twenty, 
we f ind  t h a t  a different  kind of co-ordination between two sequences i s  
required, namely the sequence "one, two, t h e e  ... niney1 2nd the sequence 
Iftwenty, t h i r t y ,  . .. n i n e t p .  Each time one gets rowxi t o  %lne" in the 
f i r s t  sequence one has t o  f ind  one's place in the second sequence s o  as t o  
locate the next item. A programmer would f ind  t h i s  t r i v i a l ,  but how does a 
child create  t h i s  kind of interleaving in h i s  mind? And why i s  there some- 
times d i f f i c u l t y  over keeping t rack of position in  the second sequence "... f i f t y  eight ,  f i f t y  nine, ... wn .. er ,  th i r ty ,  t h i r t y  one..."? Clearly 
t h i s  i s  not a problem unique t o  children: we all have trcuble a t  times biuit'n 
t h i s  s o r t  of book keeping. But how i s  i t  done when successful? And what 
kind of mechanism could be successful sometines yet unsuccessful 2% others? 
lQ guess i s  t h a t  human f a l l i b i l i t y  has nothing to do with differences between 
brains and computers as i s  often supposed, but i s  a d i rec t  cansequence cf ;he 
sheer complexity and f l e x i b i l i b  of human a b i l i t i e s  and knowledge, so that  
fo r  example there are always too many plausible but f a l s e  t r a i l s  t o  fcllow. 
When computers are programmed t o  know so much they will be just  as f a l l i b l e ,  
and they ' l l  have t o  improve themelves by the sane painful and playrul 
processes we use. 

We have noted a number of familiar aspects of counting and other 
actions which suggest t h a t  compiled programs in commonly used pr?gramning 
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or program SO 
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%e =ids that old procedures may be 
relevant t o  new probieris, we can se lec t  subsections 
~~ the m s t ,  and we may even learn t o  m then bac 
count backwards). TNs requires that  besides having names and s e t s  of 
Fnstmctiom, procedures need t o  be associated with specifications of what 
they are fo r ,  the conditions ljnder which they work, infomation about 
l i k e l y  side-effects, e tc .  m e  child must build up a of his own 
resources. Further, the instructions need t o  be s to  nr. which i s  
accessible not only f o r  execation but a lso f o r  analysis and modification, 
Like inser t ing new steps, deleting old ones, or perhaps mwlifying the order 
of the s teps.  Such examination and edi t ing cannot be done t o  programs as 
they are usually stored. 

L is t  structures in -which the order of instruct ions i s  represented by 
label led links rather  t b  implici t ly  by position in memory would. provide 
a form of representation meeting some of these requirements (and are  already 
used in some progranmring langusges). Thus, f igure 2 can be thought of e i ther  
as  a s t ructure storing information about number names (an analogical 
representation of the i r  order), or e l se  as  a program f o r  counting. The 
d i s t inc t ion  between data  structures and p r o g r w  has t o  be rejected in a 
system which can t r e a t  progrvn steps a s  objects which are related t o  one 
another and can be changed. We explore some consequences of t h i s  using 
counting as  an example. 

Leesning t o  t r e a t  numbers as  objects with relationships 

There are  several ways in which understanding of a familiar action 
sequence may be deficient,  and me$ improve. One may Imow a sequence very 
well, l i k e  a poem, telephone rmmber, the  spelling of a word, or the alphabet, 
yet  have trouble rec i t ing  i t  backwards. One may f ind it hard t o  start from 
an a rb i t ra ry  position in a sequence one Imows well, l ike  saying what comes 
a f t e r  "KW in the alphabet, o r  s ta r t ing  a piano piece in the middle. But 
performance can improve. A child who counts well may be unable easi ly  t o  
answer nWhat comes a f t e r  five?". Later, he may be able t o  answer that  
question, but f a i l  on What comes before six?", "Does eight come ear l i e r  or 
l a t e r  than five?" and 9 s  three between f i v e  and eight?". He doesn't h o w  
h i s  way about the number sequence in h i s  head, though he knows the sequence. 
Further, he mag. understand the questions well enough t o  answer when the 
numbers have been wri t ten down before him, or can be seen on a clock. 
(There are  problems about how t h i s  i s  learnt ,  but 1 1 1 1  not go i n t o  then.) 
Later, the chi ld maF learn t o  answer such questions in h i s  head, and even 
t o  count backwards quickly from any position in the sequence he has memorised. 
How? To say the chi ld v ' internaXses~ h i s  external actions Is rneraly i o  l abe l  
the proulem: moving back and for tn  aiong a ohhin of stored associaticas i s  
qui te  a different  matter from moving up and down staircases  3r moving one's 
eye or f inger  back ?ad fo r th  d o n g  a row of objects. 

There are a: l e a s t  two kinds of developmnt or' howledge about a 
stored s t ructure (wrich m y  be a program), namely l e a n i n g  new procedu-es 
1'3r doing things with the structure, and ertencLkng the s t r u c t u e  so as t o  
contain more e x p k i t  informatioa about i t s e l f .  The former i s  perhaps the 
more m n t a l  kind of developnent of understffiding, while the l a t t e r  i s  
concerned with iacreased f a c i l i t y .  A very simple procedure enables a chain 
l i k e  tha t  in figure 2 t o  be used t o  geoerete 2 2eqidence of actions, for  
example : 

1 - 9  
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fiw a given 1Frah: i s  thus easy, sad a 
esakas of arn it@ waald  use a s3xLb-r princLpep2e. 
r e  i h  X?" i s  more sophisticaled, since QB 

cat.ion (e. g. the l ink those IID points t o  x), one 
does not find there any W o ~ l l a t i o n  about how one got there, so the l a s t  
i t e m  found must be stored terarilg. One mthod is  FLlustrated in the 
f 011- procedure. 

ESsm (X,LnaK); 
Em'; m G N  '%ONEn TO TESIP; 

IF HD(LWII)=X (TEMP) 
ELSE ASSIGN I I D ( L ~ )  TO TEKP AND ASSIGN TL(LINK) TO LINK m 
GOT0 START; 

m 
How could a chi ld learn t o  create  a procedure l i k e  this or the more elegant 
versions a programmer would wri te? Does he s t a r t  with something more 
specialised then somehow design a general method which dll work on 
a rb i t ra ry  chains? Perhaps it has something t o  do Kith manipulating rows of 
objects and other sequences outside 0-1s head, but t o  say this does not 
give an explanation, since we d o n f t  h o w  what mechanisas enable children Lo 
cope with external sequences, and in any case, as  already remarked, chains 
of associations have qui te  different  properties. For a chi ld t o  see the 
analogy would require very p m  a b i l i t i e s  t o  do abstract  reasoning. 
Magbe the chi ld needs them m, i n  order t o  l ea rn  mything. 

In any case, merely being able  t o  i n m n t  procedures l i k e  EEOECESSCBZ 
i s  not good enough. For some purposes, such as counting backwards quickly, 
we want t o  be able t o  f i n d  the predecessor or successor of an iterr. rmch 
more quickly than by searching down the chain of l inks  u n t i l  the item is 
found. If a child knew only the f i r s t  four numbers, then he could memorise 
them in both directions, building up the s t ructure of figure 4 instead of 
figure 2. Notice tha t  this use of two chains increases the complexity of 
tasks l i k e  "Say the numbers", o r  What's a f t e r  three?", since the r igh t  
chain has t o  be found, while reducing the complexity of tasks Like "Say the 
numbers backwards," and 'What's before three?" However, *en a longer 
sequence had been learnt ,  this method would s t i l l  leave the need t o  search 
down one or  other chain t o  f ind the number N i n  order t o  respond t o  'What's 
a f t e r  N?", 'What's before N?", "Count from Nw, t%ount bac-bards from Nn,  
'Which numbers are  between N and M?", etc . ,  f o r  there i s  only one route 
i n t o  each chain, leading t o  the beginning of the chain. For instance, when - 
one has found the Link label led X (figure 4) cue knows how t o  get t o  the 
stored representation of "threew, but it i s  not possible simply to s t a r t  
from the representation of "threell t o  get to  the l inks  which pointto i t  i n  
the two chains. So we need t o  be able t o  a s s o d e  with "threetq i t s e l f  
information about where it i s  i n  the sequence, what i t s  predecessor i s ,  
what i t s  successor i s ,  and s c  on. 

A s tep  in t h i s  direct ion is  shown i n  figure 5, where each number naw 
i s  associated with a l ink  which contains addresses cf both the predecessor 
and the successor, Like the link marked V, associated with "twom. The 
infomation t h a t  the predecessor is  found in the KD and the successor found 



in the TL wc&d be Pt in pxwc usad f crr m e r *  qusatiaas. 
However, f f one m e  w s r ~ c i a t e  mre iz&om&ion w i t  item, 
and did not want t o  be c d t M  to ina- the associations p t& 
a pg- l fcu lc  orcier, thaa it w o d d  be mcesssry t o  l abe l  tbr t l ~ ,  
using stmrctuma I arid f i g w e  3, accessed by a general 
procedure l i k e  E previouslg. 

To cut  a long s b r y  short, the m & t  of exp l ic i t ly  s tor ing l o t s  of 
diocoveries about each , d&t be s e t h i n g  l i k e  f i g w e  6, which i s  
highly redundant. The 8-cture E b a ~  look very xmplex, yet  us* it t o  
answer questions requires s h p l e r  p m  s than using, say figure 2,  for ,  

one can then f ind infornetion 
associated w i t h  that r by &ply following forward pointers from it, 

e 2 o r  5 f i n d i n g  the predecessor and 
successor of a nunber requires wing twc different  procedures, and each 
requires a search down a chain of all the numbers t o  s t a r t  with. Of course, 
a s t ructure l i k e  figure 6 provides s-e and spee* access a t  the cost of 
using up much more storage space. But in the human mind space does not 
seem t o  be i n  short supplyl 

I f  an izem in  a s t ructure like f igure 6 has a very long chain of 
associations,, it might be preferable t o  replace the Unear chsin -,th a 
loca l  h d w  t o  avoid long searches, T h i s  would require the procedure 
3 T N I W S O C  t o  be replaced by sornething more complex. Alternatively, one 
could eas i ly  bring a Lbk t o  the f ron t  of the chain each time the association 
hanging from it i s  used: this would ensure that most recently and most 
frequently used -infomation aans found f i r s t ,  without the help of probabilis- 
t i c  mechanisms. 

Notice that  i n  a s t ructure l ike  Ws, normal "part-whole" constraints 
a re  violated: information about numbers i s  par t  of Wormation about 
"three", 3nd vice versa. So by using pointers (addresses) we can aUow 
structures  t o  share each other. I n  ar ich conceptual system circular  dePFsi- 
Lions w i l l  abound. I f  knowledge is  nm-hierarchic, as  t h i s  suggests, then 
perhaps cumulative educational pmcehrres a re  qui te  nisgdded. Further, this 
kind of structure does not need a separate index or catalogue spec 
where t o  look for  associations i n v o l v t ~ g  Imam items, f o r  it acts  as  an 
index t o  i t s e l f ,  pmtided there are s a w  ways of getting quickly from 
outside the structure t o  key nodes, l i k e  the c e l l s  containing "three" and 

'$nxnbert7. (TMs snight use an index, or content addressable store, or 
indexiilg t r i cks  analogous to hash coding, f o r  speedy access.) The m e  of 
structures b u i l t  up from linked c e l l s  and pointers Like t h i s  has a number 
of additional interest ing features, only a few of which can be mentioned 
here. items can be added, deleted, or rearranged merely by changing a fev 
addresses, -cithout ang need f o r  a d v m e  r e s e n a t i o n  of large blocks of 
memory or mssLve shuffling around of b f o r m f i n n ,  as  would be required, if 
i t m e  were stored in hl.ocks or" a<iace?t. l aea t iom.  Tie Sara iteras caj l  occur 
i n  different  orders in different  struc-t,.jres which sbiare information (see 
fi-eure 4 f o r  a simple exmiple). M.;r-eover, the order cul be changed m one 
sequence withcut a f f e c t i q  another which  s'nares sLru~zLiL"e c i t h  it. For 
iiistance, in figure b t k e  addzessss io L ? s  K, S, Y, arzd Z can be chraged 
so as t o  a l t e r  the crder 03" nwhers i n  zb& l,teUed "reverse'? k;itkkcu? 
d t e r i n g  the c~~ label led *fo-mud". 

As we saw i n  comezticn with tigr1z.e 2, when the r e s t  cf the rce&.&sn; 
i s  taken f o r  granted, n st-mcture of the k3xd t r r e  &scused looks l i k e  a 
program f o r  generating bhsuiour, but kihe~ cne :t?i:ks islzc prcjbl- 3.f how 
the s ~ n c t u r e  gets assefflblsd and m&fied, ,:ow pa-ss a r e  accessed, how 
different  s t o p ~ i n g  condi~ions are applief,  c+c, *,'wr- -; t Icsks rare W e  a 



data stnrctwa wed by o$hm ml~.m. If &sWlloUon pmparse 
and data  s*ce\nres e v r a W g i ,  t h n  dong% s m  $,I. d o  
procedural. hawledge k'4s b be retracted9 or  a t  l e a s t  c 
Hekitt  1971 . ) . 

Further s m l e - U d  m f i e c t i o n  on fac t s  we a l l  1 c w  raveials m~lny 
gaps in the of m a w -  b s c  re .  For Fastance, very l i t t l e  
has been sa id  about the f o r  building, checkjag, 
modif-, and using a 6. Jot- has h e n  said about 
the problem of perception d conceptSon connecbd with the  f a c t  t h a t  
comting is no' tipplied s m l y  t o  b i t s  of the  world but b i t s  of the world 
i.ndix+duated according t o  a concept (one f d l y ,  f i v e  people, milhons of 
c e l l s  - but the  same b i t  of tk? world counted in d i f fe ren t  ways). lothing 
has been said about recogn9tition of nugibers without exp l ic i t  counting. 
Nothing has been said about h w  the chi ld discovers general and non- 
contingent f a c t s  about counting, wch as  t h a t  the o r k  in which objects 
are  counted dces not matter, rearranging the objects does not matter, the 
addition or  rentoval of an object must change the r e s u l t  of counting, wid so 
on. (Philosophers' discussions of such non-empirical learning are  so rague 
and abstract as t o  beg mst of the questions.) I cannot e m l a i n  these and 
Inany more things tha t  even prm=y school children learn. X don't  beiieve 
that  anybody has even the beginnings of explanations: only new jargon f o r  
label l ing the phenomena. 

I have offered dl t h i s  only as  a tiny sample of the kind of expiora- 
t ion  needed f o r  developing our a b i l i t i e s  t o  build theoret ical  models worth 
taking seriously. In  ;ne process our concept of mechanism w i l l  be extended 
and the s u p e r f i c i a l i Q  of current problems, theories and experimen~s in 
psychology and educational technology will beccaoe apparent. 

Philosophers have much tc learn from t h i s  s o r t  of exercise too, 
concerning old debates about the nature of mind, the nature of concepts and 
knowledge, var ie t i es  of inference, e tc .  Consider answers the7 have given t o  
the question 'What are numbers?n, namely: numbers are  noa-physical mind- 
independent e n t i t i e s  (Platonis ts) ,  numbers are perceivable properties of 
groups of objects (Aristotle?),  numbers a re  mental constructions whose 
properties are  found by gerfo~lning mental experiments (Kant and I n t u i t i o n i s t s ) ,  
numbers are  s e t s  of sets ,  definable i n  purely logical  t e r n  (Logicists),  
numbers are  meaningless symbols manipulated according t o  a rb i t ra ry  rules  

(Formalists ), they are whatever s a t i s f y  Peano Is axioms (Mathematicians) or 
numbers are  simply a motley of things which enter i n t o  a variety of "language" 
gamesf1 played by different people (Wittgenstein). (These descr ip t ims  are 
too br ief  f o r  accuracy or c l a r i t x f o r  more d e t a i l  consult books on philosophy 
of mathematics, e.g. Komerls.) Further wark w i l l  show that  each of these 
views i s  r igh t  i n  some ways, misleading in others, but tha t  none of them 
gets near an accurat? description of all the r i ch  structure in om- number 
concepts. 

I believe the old nature-nurtwe (heredity-environment) controversy 
gets transfornied by t h i s  s o r t  of enquiry. The a b i l i t i e s  required i n  order 
t o d e  possible the kind of learning described here, f o r  instance the 
a b i l i t y  t o  construct and manipulate stored symbols, build complex networks, 
use them t o  solve problem, analyse them t o  discover errors ,  modify them, 
e tc . ,  - all these a b i l i t i e s  are more ccm~jlex and impressive than what i s  
actual ly l ea rn t  about mmbersl Where do these a b i l i t i e s  came fmm? Could 
they conceivably be lea rn t  during infancy without presupposing equally parer- 
ful symbolic a b i l i t i e s  to make the learning possible? Maybe the much 



&sews& abm%;g t o  %@w i k a  cP wtwd laagu-s (cf . is  
sirplply a pipe- & N c a t i 0 8  0% ore general a b U t g ?  W e  
c discussed u s e m 4  in our present ignorance about possible 
I mwhdsms.  

a questition f o r  educationalists.  %at would be the  h p c t  on 
pr* LP3 i f  int chers were exposed t o  these problems and 
given acme experience t o  build and use models l i k e  figure 6 on a 
conrputer? 
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Ths usa of c h i n s .  Each U% c o n t a i n s  t.m c e l l s ,  t h e  Pirvt cill led HD the 
second TL, conteinin;  sj&o!.s which ney be point,srs to o t h e r  l o c u l i o n s ,  

A c e l l  po in t s  t o  a l o c a t i o n  in n e ~ o r y  by conta in ing  an ad&-cas of t h a t  
loce t ion .  

I 
boas d t re - i s la t ion  of figure 1 us ing  l i s t  s t r i c t u r e s . )  -- -, - - - -- i 

Her*, u r i t i n i  a s y a t ~ i  i n s i d e  a link r s p r c s o n t s  t i e  f e c t  t t ~ t  th.rt 
link mry be ~ i i r - : s s e j  by necnn of t:m s;=Sol, 2.;. - 1 s t ~ ~  -2 ir;.iesl 
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tar bmkwsrL? &t spsed, a t w t i r ~ g  a t  m::i knsm n;lrber, j 



Tho Planner Project 15 canstratcng a P_rog~ammin~: Apprentice to assis! i n  
knowledge oased programming. We would like to p r o i ~ d e  an envlrcnmeot wh  ch has 
substantla! knowledge of the semanttc domam for whlch the pro&ra.ns are b e , ~ g  wrrtte?, a-ti 
knowledge of the purposes that the programs are supposed to satis4y Further, we w o u ~ d  
lib-e to make tt easy for the programmer to co.nmun~cate the knowledge about the program 
the Apprenttce. The Apprentice is to ald In estabirshlng and ma~nta~nrng cons~stency of 
spec~!rcations, validattng that modules meet their spec~flcat~ons, answering quest~ons 
about behavioral dependencies between modules, and analyz~ng the ~rnpi~catrons o' 
perturbations In modules and their spac~ficat~ons. 

A tenet of the apprentice project is that programming is a multi-level activity: 
as well a5 writ ing code, programmers comm~~nicate in terms of comments and models. Our 
goal is to elucidate and formalize some of these interactions. The first ievel o f  
description we have attacked is the level of abstract descriptions of KLhat. programs do, 
rather than how they do it. The contracts and intentions discussed in this paper are an 
attempt to embody this kind of knowledge in a formal and yet intuitive and usefill way. A 
process known as rnrta-curlluatioir is presented which can justify why a program fulf i l ls its 
contract. Further research is being carried out into the role of models, background 
knowlcd3e, and commentary relating these different ievels of description. 

This work is presented using A&re a semantic concept i n  which no active process 
is ever  allowed to treat anything as an object; instead a polite request must be extended 
to  accorn~i ish what the activator desrres. 

Procedural E_mbedm 01 Specifications 

T o  prom a thirrg is not cirouuh; 
you hare to srdurc proplc to accep~  it. 

N i c f z s c k  

We believe that procedures are a good formalism In which to write specifica!.ons 
for tasks, where by the spcci j ica t ian~ for a procedure we mean a statement of ' n l - . a +  :he  
procedure I S  s u ~ p o s e d  to accomplish as opposed to h_o.y it does it. If you hatZe a lypical 
spec;fica:ion expressed in any formalism [e.g. the first order quant~ficat~onal ca ic~ i lu~ ] ,  
we  belleS,e that there IS a proceddre that elegantly and naturally tests to see I! !he 
5pecific;:ion is satrsfled. Programmrng a task shouid therefore involve the crea!on o f  
at t e x t  !::.o processes: one that jud;es whether or not the task has been propi.rl;. 
acconipl~:hed, and at least one that knows how to accompi~sh it. 

TI-ere has been a great deal of research In the past few years [Floyd, : b u r ,  I"?g, 
Green, Manna, Waldtnger, Hoare, Deutsch, Luckham, Good, Dtjkstra, etc.] whtcl: lias 
a: ten;? !ed  to express sper~frcat~ons lor procedures in  the frrst order quant~ficalronal 



calculus. Typically expressing the specrf8cattons for a procedure f In the 
quant~f icat~onal  calculus takes the form of attemphng 10 ftnd formulas P and R s ~ c h  that 
tf P[x] is true then f (x)  converges and R[r,f(x)] st true. We belteve that the frrst 
order  quantif~catronal calcuius ss not in fact a very good language for wrtt fng 
specifications for procedures [particuiarly for ones ~nvalving parallelism, s~de-effects, 
and hts tor~es]  

For example consider the problem of writing specifications for a time-shar~ng file 
system. We shall suppose that the system maintains a Track Usage Table which records 
whether or  not each track on the disk is in use. In addition each user of the 
time-sharing system has a directory of the tracks that are used by each of his files, We 
wish to  specify that no two files both attempt to use the same disk track and lhat the 
Track Usage Table is "always" consistent with the user directories. 

It is not too difficult to write a procedure to check that the above condition is 
met at any given instant. We wouid like to develop a coherent methodology for 
substantiating that the procedures of the time-sharing system are such that the 
directories will n_qv_ fail t o  pass the consistency check. To this end we have de'leloped 
a technique called mcfn-cualunriorr which attempts to implement the process that sood 
programmers go through when they "symbolically" execute their code in order to dernor.stratc 
to  themselves that it meets its specifications. Currently we do not know how to translate 
the meta-evaluation process into a proof in the first order quantificational calculus. In 
fact we do not even know whether i t  is possible or not! The extent to which we should be 
concerned [in other than an academic sense] is moot. The meta-evaluation process [and the 
underiying Actor Induction principle] carry a good deal of conviction and deser1.e to be 
analyzed in  their own right independentiy of any reduction to another forrnal~sm. 

Contracts 

When a routine or program is written, the programmer has a notion of what i t  does. 
One of the first types of comments to forrnaiize is this description, which is lhke an 
advertisement io the world at large of a program's capabilities. Not only r n i ~ i ~ t  it be 
useful to otlier parts of the systenr lo nave an abstract description of the rout i re  and 
therefore nof have to look at its definition, but with a careful statement of the 
conditions of appiacability and a good description af the behavior, i t  may be possible to 
check the code to see whether it does what rt claims to do. 

We call such an advertisement a contracr: a statement of "what" a proKram does 
ur-ler w i i a i  cond;tlons. No attempt is made to describe how the code achieves the desired 
beha, lor,  nor is anything said about when or why this routine might be caiied. A contract 
referenc.r-s nriti-,er %ts code nor the world of its use. it is a generalization of a 
p r e - r e q ~ i - i t e  mechanism (wrth no limit on the co-npleiiiy of pre-requisite computation 
possiblei coupied with a parallel post-requisite mechan~srn. 

4 contract csnsists of r o ~ g h l y  two thlngs: a statement of ;q-corn!nz assun*pt;sns 
wk,ici? i t  eipe:!s (bbt has no reason to presume) to be true when it is called, and a 
slaier,wnt of :!?e conditions that w ~ i l  be obtatned which it ciafms (presumably with scwe 
juc.tif.cat~oni , s l ;  be achleved by invoiring the contractor [the actor wnici? fuifrlls tile 
contract] Uany C P  our eontracts are self-enf0rcr.g i f?  the sense that they effectlveiy 
r p e c ~ f y  :he tests tha t  have to be run to verify tllai any Eii'en invocation of the 
con!ra::'r has :uif,iied the contrac?, There are  %?\,era' ds,,dnta~rs in i i a \ i r&  contracts: 
contrnc!s can be checked each lime the assoc;ated r ~ t i n e  i s  called; t k t  ro l i l ~ne  can be 



abstract ly  werrfted an some progrommmg con:ext is.@, the au t -~o ing  tartrrctrons ~ t l i  b% 
satisfied t f  the sn-comrng on@$ are wfisfied), and the contract can bs read by other 
routrnes *who want to knew what the routine does. 

For exampie, Zhes eontract of a routrnzr to ~Besr 0 8 f  e block m gh! be: t f  c ~ f ' e d  
wi th  [be name of a (flat) block, rt wrV return only ahen Ihere ere no other biocks bsrng 
supported b y  that block f h c  contract for a matr1.a rnvers on routme might be that s f  at 
1s called wi th  a regular real-vsiued matrsx A, IS  will return a matrix B such that  A*B 
the identi ty matrtx. The contract for r square root routine could require that the oiilprs4 
tsrnes itsetf be aqua: to the fnpaat. An s8evator's contract mlgbt be that 11 i t  is csi'eaB 
b y  a person on some floor who wants l o  go :o some other !loo* in that bvcidt-$, i t  &ti1 
pick up \he person in  a "reasonable amount of time" and deliver her to her d e ~ \  nation 
floor without changing direction. A match-maker's contract m~gh l  be that i f  ce'led ui th  
the names of two  people ~t will return ~ n l y  when those two people are mar? ed 

Sometimes contracts seem difficult to express. Precisely stating the 
specifications of a time-sharing system including the requirements for protectton, 
re i i ab~ l i t y  i n  the face of hardware malfunctions, and level of performance i~nder  , ~ e c t i i e d  
load i s  currently beyond the state of Zhs art. Formalizing the requirement that ;.n 
e ievato i  pick up a person in  a "reasonable amount of time" is difficult a;thouo,h 
formulations like "before passing any other floor fwice in the sane direct:onW caplure 
some of the flavor of what is wanted. In some cases, such as fur factorial, an abstract 
statement of what the routine returns seem; possible oniy in terms at a procedure for  
calculating it. An iterative factorial routine, however, might have a recursive contract. 
If the system could show in general that the two routines are equivaler,!, they ;vf'! airnost 
certainly both be right. Often the contract of a routine wiil ~ o i  completely cbar~c:e:ize 
tile behavior of the routine. In fact it is undesirable to put irrelevant deiaiir, about 
the des~red  behavior of the routine in the contract for the routine because o:t?er routines 
mio,ht make a practice of relying on them which will make it more difficult to latcr incdify 
the system i f  the details prove to be undesirable. A routine may also have oniy a pari:al 
contract, just saying that i t  expects to be called with a non-negative integer or t ha t  r t  
re turns a list. There is nothing immoral about not advertising everythins about  ourself 
-- you  are just liable to be ignored and not well undersiood. 

We formalize contracts with the a m  of developing a system capable ( w ~ t h  heip) of 
reading a programmer's code and formulating questions where i t  is  not clear that the code 
satisfies its contract, intentions, and other commentary. This process of me ta -e~~& 'os t ion  
wil l  b e  explained in  detail below. 

A Brief Introduction to PLANt4ERZ7_3-Syrrtax 

Before introducing any formal examples, we must b r~e t l y  introdcce some of the 
common PLANNER-73 syntax which is used in the rest of the paper. in partfcu:a- there a r e  
six constructs which need to be expla~ned at this point. We note initially that [ A i  k2  
... AN] means a sequence of the elements Ai through AN. 



1. Remrnissent of the LISP lambda expresr!on is the ACTOR message-reretver: 

where "IS>" is read "receives". This means that if an actor with this definition 
is sent a message which matches pattern i t  will evaluate & d l  in the environment 
resulting from the pattern match. Patterns wili often use a notation by  which 
names are bound in an environment. For example, if 3 is matched against the 
pattern ax, then x will be bound to 3. 

For example, the following routine adds one to any message i t  is passed: 

2, ACTOR definitions are usually given labels by usinp: 

[a&bA <* a-definition] 

which means that a-label is taken as the name of the procedural fixed point of 
a-definition. For example, we can define increment to be the function defined 
in  a1 above: 

[increment <= 
(.> 'X 

(X 1 ))I 

3. Another way of binding names is in the cse of the let statement, which 
takes the form: 

(let 
([namel = binding,] 
[name2 = binding*] 

[name, m binding,,]] 

body 1 

,which evaluates body in an environment with all the names bound. For example: 

(let 
i[x = 31 
[Y a 511 

(x * y))  

will re turn 15. 



4. An often-used mechanism for applyrng a gredicste to a supply of 
elements is: 

which repeatedly asks a-supptiar for another element, applying a-predicate to  
each one. 

5, Occas~onal use IS made of the unpacw operator, which IS abbrev~ated as an 
exclamation PO,+. ! % g ~ - e s x g  3s always equivalent to writing out all of the 
elements of the expression tndavrdually. Thus if S IS bound to the sequence [3 
4 51, then the value of [I 2 !Sj rs (1 2 3 4 51. Also 11 [ I 0  20 30 40 501 IS 
matched against the pattern 1% =y !a], x w ~ l l  be Sound to 10, y will be bound 
to  20, and z will be bound to DO 40 50) 

6. Conditionals take two standard forms. The first is known as the 
rules expression and has the dorm: 

(rules an-exp~ssion 
(=> pattern, my1) 
(a> m2 W!4Xl2) 

The expression is matched against the successlve patterns until ~t matches one 
of them; then the corresponding body is evaluated in the environment resulting 
from the pattern match. 

Thus: 

(rules (3 + 4) 
(=> (even) (yet)) 
(=> (odd) (no))) 

evaluates to (no). 
A similar construct, more convenient at the outer level of message 

reception in an ACTOR definition, is the cases statement: 

(cases 
(=> p&ml b ~ d y  ) 

(=> ~.d!efl2 b_ody2) 

i n  wiiich the incoming message IS matched directly against the successlve 
patterns until a match is found, whereupon the correspondino, body 15 evaluated 
in the resultant environment. 



We introduce the following syntax to express a eorrtract ( lor an actor A) (ssm~lar 
t~ a mare standard actor dafinttton): 

The require: ciause specifies what the programmer expects to be true about the intomit:; 
messaze that has matched the pattern. The use: clause of a contract is a pldce for :lie 
programmer to spec~fy such information as what type of knowledge is likely to Iielp i n  
understanding why this contract Is true (such as mathematical theorems or knowledse about 
the blocks world), and to give background information such as to why the programmer 
expects the routine to converge. 

The ontaiiments, or what the programmer expects to be true about the results of 
the behavior i n  ltght of the incoming assumptions, are expressed in what are i;nowri as 
ridcrs. A rider behaves like a "one-t~me contract" that holds only for the current 
invocation. Its syntax is the same as for a regular contract. A contract often specif:es 
t w o  riders; one to be wrapped around the normal continuation, and one around the 
complaint-department, should the actor call there with an error. 

For example a contract for a divide routine might goes as follows: 

[contract-far-divide <= 
(a> {=the-numeralor =the-divisor] 

(require: (ths-divisor > 0)) 
(use: ordinary-arithmetic) 
(rider-on-the-continuation: 

(=> [=the-quotient =the-remainder] 
(require: 

(the-numerator = 
(the-remainder + 

(the-quotient * the-divisor))) 
(the-remainder < the-divisor))))) 1 

A more ~nteresl ing example is the contract for an aigorrthm that sorts the 
elements of a sequence. In particular, given a sequence of integers, it will re tu r r  3 

sequence w ~ t h  the eiements arranged in increasir:p order. This exarnple is significent 
because tt demonstrates the convenience of expressing specifrcatians in a procedural 
langi~aze. A specification of :his requirement tn the first order pred~cate caiculus 1 %  

exceedirgiy cumbersome. 



We define the contract for the smwnce sorter: 

[contract-for-sequent%-sort <. 
(*> bth~1-sequen~e] 

(require: (reqwnee the 
(for-each 

(elements the-quense) 
(=> =a-membr 

(integer r-mber)))) 
(use: knowledge-about-linasr-data-struttura) 
(rider-on-the-continuation: 

(a> =the-sorted-sequmu 
(require: 

(norled the-sortsd-raqwnco) 
(permutation 

the-sorted-ssquence 
the-sequence))))) ] 

which makes use of the following two definitions: 

[sorted <= 
(cases 

(=> [I (yes)) 
(=> [=the-only-element] (yes)) 
(s> [=first =second !=rest] 

(and 
(first < second) 
(sorted [second !r.tt])))) ] 

[permutation <* 
(=> [=soq-1 =seq-21 

(rules seq-1 
(a> [I (empty seq-2)) 
(=> [=first Crest] 

(rules soq-2 
(=> [!-initial first !=remaining] 

(permutation 
rest 
[[initial !remaining])))))) ] 

The contract might be satisfied b y  many definitions of sequence-sort, one of which 
follows: 

[sequence-sort <= 
(cases 

(merge 
first 
(sort !rest)))) ] 





[intention 
(require: i~c~-mF.n&-_a@g~~~nql 
the-expression 
(rider: gnlai!ments_)) 

As in  the case of contracts, the entailments take the form of a rtder, and the 
syntax IS the same tn this case. Rider. rs just an abbrevist~on lor 
r~der-on- the-cont inuam and one coJd express entatlments for the complaint department, 
tf  necessary. 

The above syntax is the most @meral intention statement, but we wil! not be usin& 
i t  i n  i ts full form very often. Certain restricted senses of it will turn out to be 
sufficiently common to warrant their own abbreviations, Intentions can be analyzed as 
being contracts on particular pieces of code. In fact intentions can be defined In terms 
of contracts. However, the distinction is analogous to the distinction between evaluation 
and application, and using the actor intantion keeps us from having to reach down into the 
lower levels of message passing in order to express intentions. 

One of the most common intentions to throw around an expression is a statement of 
the semantic type of its value. We therefore introduce the actor constraint with syntax: 

(constraint x m) 
which is equivalent to: 

(intention (require: nothing) 
X 

(rider: 
(=> p&twJ 

(require: nothing)))) 

Constratnts have a graphic abbreviation: 

x 1 y is equivalent to (constraint x y) 

Thus if you expect x to be bound to a noun, you could write: 

(constraint x (noun)) x I (noun) 

Note that this would evaluate to the same thing as x. It is important to remember lhat 
specifying such a constraint (or any kind of intention) doesn't necessarily mean that the 
code wlli be slowed down in any way. 

Sorietimes ~t IS convenlent to speclfy requirements dealing with the side-effects 
of the ev? l~a t ton  of an expresston. Post-requisite statements are ltke constraints, but 
use the requtre: clause of the r~der .  The expression: 



which 1s an abbreviation for: 

(intention: 
(require: nothing) 
x 
(rider: 

(a> t 
(roquiro: out-going-requirement)))) 

Post-requisites have their graphic abbreviation: 

x 11 z is equivalent to: (pt-requisite x r )  

For example, we might write 

(eat your-dinner) 11 (empty your-plate) 

Post-Conditions 

Sometimes i t  is convenient to bypass the incoming pre-conditions but to  specify a 
ful l  out-going rider, which requires more power than the simple constraint or 
post-requisite statements give. Therefore we introduce the post-condition actor, which 
has the form: 

(post-condition x out-zoine-contract) 

which is an abbreviation for: 

(intention 
(require: nothing) 
X 

(rider: o-ann-contracf)) 

The post-condition statement has its graphic abbreviation: 

x I l j  z is equivaient to: (post-condition x 2) 

For example, we might write 
(tidy-up a-room) 111 (=> =the-room 

(require: 
(clean the-room) 
(arranged (furniture the-room)) 
(for-oath 

(furniture the-room) 
(E> [=a-piece] 

(clean a-piece))))) 



Agarn i t  shouid b e  noted that this IS dWferent from putting En a run-tima check that will 
always take the time to see i f  all these conditions are net. 

Intent~ons should only be wrttlen when there IS reason to belleve that they are 
always true. L ~ k e  all comments, they should not affect the operat~on of the program. 
Further, ~f the contracts for all the relevant actors are well-enough specifled, Ihe 
system should be able l o  show that rli the lntentlons w l th~n  the code are always 
satisfled The prlme use of the intention statements IS In Incorrect code The 
ln tent~ons can be used as runtlme checks but more ~mportantly the system can abstractly 
evaluate the code and ralse quest~ons where ~t IS not demonstrably j u s t ~ f ~ e d  that the code 
sat ls f~es ~ t s  contracts. 

The following program makes scrambled eggs for n people given a bowl i n  which to 
break the eggs and a pan in  which to took the scrambled eggs. It has intentions bur ied 
deep down inside the code. (For clarity all intentions are written in capitals.) 

[scramble-eggs <= 
(=> [=n 1 (> 0 )  

=tho-bowl I (CAPACITY: (N/4 CUPS)) 
=tho-pan I (CAPACITY: (N/4 CUPS))] 

(hoat the-pan (temperature: 350)) 
(clean the-bowl) 
(start breaking-eggs 

[Ol 
(a>> pi] 

(INTENTION 
(REQUIRE: 

(HAVE 
(IN: THE-BOWL) 
(2*1 EGGS))) 

(rules i 
(a> n 

(done)) 
(else 

(get 2 eggs) 
(break-into the-bowl) 
(restart breaking-aggs 

[(n 1 )I)))))) 8 (HAVE 
(IN: THE-BOWL) 
(2*N EGGS)) 

(whon ((temperature the-pan) 5 350) 
(pour the-bowl 

(into: the-pan)) 
(stir the-pan (until: solidly-cooked))))] 

The pre-cond;tions for scramble-eggs should be sufficient to Insure that the intenttons in 
the rnoduie for scramble-eggs are sat~sfied. The reader should note that 11ne orlentea 
forrnalrsms for  expressing intentions [such as those proposed by  Sussman and Go!r lste~nj are 
inadequate for  dealing with intentions in soph~sticated applications such as the abo>,e. 



e r o g p g  Vwification, Justification, and M6ta--av@ual& 

&ta-evaiuation is a process which attempts to show that the contracts of an actor 
wil l  always be  satisfied. Traditionally programmers t ry  a program on several selected 
examples which they hope will bring out all aspects of its behavior, and once i t  works o n  
those they assert that t h  program "works" in general. Wtth some of the mechanisms we 
have been discussing we can design a procedure which will produce a much more coherent 
justification of whether or not a roufine does what i f  should do. It is a moot point 
whether or not the justification produced by meta-evaluation is entitled to be called a 
"proof". 

Meta-evaluation deals with contracts of the actors in a program. It tries to show 
that if the incoming pre-conditions of an actor are satisfied, then the out-going 
contracts will always be true. Thts is done by showing that for every call that t h ~ s  
actor makes, the pre-conditions of the actors called are satisfied. 

When you t ry  to justify the contract for an actor, the contract asserts its 
incoming pre-conditions and tries to prove its out-going assumptions. It does this b y  
stepping through the definition of its behavior; at each call out i t  utilizes the 
contracts of the actors that i t  calls by proving their in-going assumptions and then 
asserting their out-going assumptions. This process of asserting incoming requirements 
and asserting out-going declarations builds up enough information to enable the system to 
prove the outgoing assumptions of the main actor. 

For example take the simple case of factorial. Its definition and contract are 
given below. In the contract of factorial we shall use an actor product [n] which can 
calculate things but can also be used as a model of what factorial produces. We use 

(n (inclusive a to b) 
(=> [xi ]  

(! i))) 

t o  mean 

A recursive definition of factorial and an appropriate contract are: 

[factorial <= 
(cases 

(=> to1 1 )  
(=> [*n I (> 0)l 

(n * (factorial (n - I I)) ) ) ]  



[contract-fcr-factoriai <* 
(=> [=m] 

(require: 
(integer ml 
(m 2 0 ) )  

(rider-on-!ha-eonlinua4ion: 
(=> =answer 

(require: 
(equal 

answer 
(n (inclusive I to m) 

(=> [.il i)))))) 
(we: 

(knowledge: bag-of-mathematical-knowldge) 
(convergence-ordering: less-than)))] 

The use: statement is a recommendation from the programmer to the system to use 
algebraic and mathematical knowledge to prove the equivalence of the resultant products. 

The justification process procedes as follows: contract-for-factorial is asked to 
just i fy itself. It asserts that its message is a tuple of one element, and that that 
element is an integer greater than 0. It then tries to meta-evaluate the code for  
factorial in  this world of assertions. The cases statement causes the world to fork into 
dif ferent extensions. The first branch of the cases is meta-evaluated in the f irst 
extension-world. The receive statement adds an assertion to the world that the 
tuple-element is zero, and that the result is 1. This returns up to the contract, which 
is  able to prove, using mathematical knowledge, that 1 is indeed equal to the product from 
i = 1 t o  1 of i. More formally we are using the following PLANNER-73 & with 

k bound to 1 and 
f bound to (=> [=i] i) 

[simplify-singleton-n <= 
(to 

(simplify 
(n l=kJ 

=f 1) 
(f k)) l  

[simplify-singleton-inclusive <a 

(to 
(simplify (inclusive =k to =k)) 
(k) ) l  

where in general 

(to (simplify 
pattern) 

exprpssio_n) 

means: if you want to simplify a clause wh~ch matches pattern you can use expression 



The cases statement then meta-evaluates the second receive statement rn the ctber  
~ x f e n s i o n  world tra wh~ch it is  asserted that the tuple-element as non-zero. Bhas causes 
the cont rac t  of o to be scad, whtch rn turn rcquraes the contract ~f factorbat to be read 
l n o t h r ~ g  peeulisr ts caused by the feet thrk we are now u ~ t n g  Bb ssm@ contract that we 
are t r y ~ n g  ?a iustt fyl .  The contract for factaaral successfuily tries to prove tha t  ( n  - 
i i  rs a non-negatrvc integer (thrs requires raedlng the  cootract of mtnus, obv~ously), The 
contract of factorial contripct then a ~ w t d  that 

1s ~ t s  value. Times can now assert that i t  returns 

which propagates up through the cases to t h e  contract at the top level. The 
out-go~ng-assumption that t h ~ s  equals 

(n (inclusive 1 to n) 
(=> [ail i)) 

is now proved using i h e  foilowing rnathernaticai fact about prod~lcts with 

y bound to n 
A bound to (n (inclusive 1 to (n - 1)) (==> [-I] i ) )  
f bound to (-> [=i] i) 
remaining-terms bound to an empty bag 
x bound to n 

[simplify-*-n <= 
(to 

(simplify 
(* 

'Y 
(n =A 

sf) 

!=remaining-terms)) 
(find (y = (f =n)) 

(using: arithmetic-equation-solver) 
(then: 

i* 
(a 4U A (x))  

1) 



[simplify-U-!nclusi~a%ingIeions~$a~t <a 

I t 0  
fsimplify 

BU iisaelurirs *a to =b$ I(+ .b 1)))) 
(inclusive a to (b * 1 

Just l ty~ng a contract s b u l d  &&.ha show that tt converges, and this IS done by 
specifying a partial order on messages to factorid which is tncluded In the convergence: 
clause o f  the contract. In general programmers have an idea of why any loops or recursive 
rou t~nes  they w r ~ t e  should heli Mr$bmahcians have devised a very general method for 
doing this which requlres the specification of a partral order R where R must have the 
proper ty  that there are no inf in~te descena~ng chains of transmissions TI ,  f2 ,  73, ..., 
wi th the proper ty  that (I > 1) impl~es TI A Tj. The contract has two lobs: to show that 
the part ial order spec~fied by the programmer has the correct properties, and that the 
definition ~ndeed  satrsf~es the restrictions of the partlal order. 

This section is based on a term project paper by Brian Smith, Dick Waters, and 
Henry Lieberman entitled "COMMENTS ON COMMENTS or the Purpose of Intentions, and the 
lntentions of Purposes" which was done for the M1.T. course "Automating Knowledge Based 
Programming and Validation Using ACTORS" in the fall of 1973. 

Here we will see how the above meta-evaluation would have found several dif ferent 
kinds of bugs that might have been in factorial. The specific code that is in error  is 
underlined. 

Buz-l: Suppose factorial had been written as: 

[factorial <= 
(cases 

(=> u 1) 
(=> [an I (> O)l 

(n * (factorial (n - l)))))] 

This is a rather tough bug in  a way because factorial will work correctly on every input 
but 0. The meta-evaluation catches the bug because i t  is now unable to prove that the 
input (n - I )  to factorial is 2 0. The proof fails because n may - 0. At this point the 
system may well ask the programmer why it thinks (n - I )  should be > 0 at this piace in  
the code. 

Bu&-2: Suppose factorial had been written as: 

[factorial <a 

(cases 
(=, 101 I )  
(=> [=n I (> O)] 

(n * (factorial : n l))))] 

This is a syntactic error: The input to factorial must be a 1-tuple but [- n I ]  is a 
three-tuple. The meta-match fails. 



Buz-9: Suppose factorial had been written a$: 

(factorial <= 
(cases 

En> lo] 1, 
(=> ('R I 0 013 
Q@ 

Thts e r ro r  is mothematical: The contract-for-factorisl is unable to prove that 

(a 

(* 
(m - 1)  
:n (inclusive 1 to (m - 1 )) 

(=> [=XI x) ) )  
(n (inclusive i to m)) 

(a> S=xl XI) 

since is is no! true. 

Buz-4: Suppose factorial had been written as: 

[factorial <* 
(cases 

(=> LO] 1) 
(a> =1\ (> 0 )  

(n * (factorial (n - 1 )))))I 

T h ~ s  is a ~ a i n  a syntactic error: The contract-for-> is unable to prove that m is greater 
than 0 because i t  is  not; i t  is a I-tuple. 

NOW lets !oak at some probierns in the contract that meta-evaluation wi l l  find. 
(Whettier any problem found is  considered to be in the code, or  the contract IS a matter of 
taste. Mela-evaluation just finds where they disagree.) 



E3us-5: Suppose the contrack been written as: 

[contract-for-fartorial <.i 

( ~ 3  P k l  
(require: 

(integer k) 
(k 2 02) 

(rider-on-the-continuptm 
(=> =r  

(require: 
(equal 

r 
(n (inclusrvo I to k) 

(=> [wj x)))))) 
(use: general-mathematical-knowledge))] 

This is not really a bug, but i t  does net go with factorial as it is wrltten. The error  
is detected because now the whole first clause of the cases is vacuous. N can never be 0. 
Note that i f  the bug had not been faund here, it would have been found in attempting to  
satisfy the pre-conditions for factorial when the expression (factorial (n - 1)) is asked 
t o  meta-evaluate itself. 

Bug-6.: Suppose that the contract had been written as: 

[contract-for-factorial <a 

(=> [=kJ 
(require: 

(integer k) 
(k 1 0 ) )  

(rider-on-the-continuatiin: 
(=> prJ 

(require: 
(equal 

r 
(n ( inclwvo 1 to k) 

(8,  ['XI xJ)))J) 
(use: general-mathemtical-knowledge))] 

T h ~ s  bug is sort of syntactic, i t  is caused by  forgetting the normal conventions on 
returnin:. a result. It is also interesting in  that this bug was made by the first author 
i n  w r ~ t ~ n g  this section, and was not discovered until the meta-evaluation of (=> [O] I ) 
was complete and the contract asked the pattern [=r] to meta-match i .  The meta-match 
fatled because 1 was not a 1-tuple. 

It should also be pointed out that i f  all 6 of these errors were present together, 
there would be no added problems with meta-evaluation; i f  would just complain about the 
f i rs t  one it encountered (bug 5) and call out to the repairman or the programmer. It 
would eo on to find the others if it hed a chance. 



Meta-evaiuatson is the process of btndrng actors to thew contracts and then 
evaluatirg the actors abstractly on abstract data Usmg actor induction we can show that 
i f  the tneta-evaluatron of a conitguratlon of actors succeede then the contracts of the 
actors #iiJ all be satisfied for ell concrete inputs. If the meta-evaiuat~on cannot 
proceed i t  w ~ l l  stop at  the po nt in tbe program where i t  cannot confirm tl-al a module 
sat~s i ies 11s contract [intention] and ash for heip. At t h~s  pocnt there are several 
poss~brlrtres. 

There really is an inconsistency: 

The inconsistency is between the intention of the actor sending the 
message and the contract of the actor being sent the message. 

The inconsistency is between the contract of the actor and its actual 
implementation. 

The contracts for a configuration of actors are not mutually consistent. 

There is no inconsistency but: 

-. 
cnere are hidden assumptions be~ng made about the behavior of certain 
actors that should be made explicit. 

There is hidden domain dependent knowledge that the actor is using which 
should be made explicit. 

The intentions are not being sufficiently explicit as to why they expect 
to  be satisfied. 

Of course it can be arbitrarily difficult to decide which one of these 
circumstances hold. In order for a programming apprentice to be helpful in this regard it 
must t r y  to formulate its difficulties in concepts that are easily understandable by the 
programrner. 

"Exp la i r i  n i l  rhnt." raid thr dlock T u r t l ~ .  
"iVo, rio! Thr n d t e ~ i l u r ~ s  [irrt," raid the CrYi;hnr~ in  a11 

impat ien t  iortr: "crplaiin~iorir tatkc such ra drradftzl limp." 

--Leuis Cnrroli 

Given that w e  have to work so nard to meta-evaluate a p:oaram we shou'd eet soo?; 
benef:t f rom our labor. 

Consiztency of Specifjcations: The successf~ l  ;de-eval~ la l ion sf the program b r  
facloriai demonstrates that !he specifications ~n the econtvaci are at ieast 
consistent. Of course the prograv which we have erh~btted :or factor~al s ,701 the 
most efficient. However i t  IS one of !he simuiies!. 



Questron Answering: There are many questtons wh~ch can be easily answered f rom the 
above meta-evaiuatson that are dilfrcult to answer directly from the code for  
factorbal. For evampie we m~ght ask the questton What is the purpose of the 
expresston (n * (factorial (n - 1))) m the program for factorial9* From the 
meta-evaluat~on the fol low~ng answer can be Owen The purpose of (factorla1 n) 1s to  
compute the product of the f ~ r s t  n integers; I. e. to compute 

(n (inciusive 1 to n) 
(=> [=i] i)). 

T h ~ s  IS accompl~shed by  multiply~ng n with the product of the f ~ r s t  (n - 1) integers; 
I. e. b y  

(* 
n 
( n  (inclusive 1 to (n - 1)) 

(=> [* i] i))). 

P_srturbatiz A_nalysis: Often i t  is found necessary or desirable to change either the 
specifications and/or code for a group of modules. The meta-evaluation can help us 
trace the implications of such changes. For example suppose that i t  is desired t o  
d rop  the requirement that the argument of factorial be an integer. So the contract 
wi l l  now read: 

[contract-for-factorial <= 
(=> [=k] 

(require: (k ) 0 ) )  
(rider-on-the-continuation: 

(=> =y 
(require: 

(implies 
(integer k) 
(equal 

Y 
(n (inclusive 1 to k) 

(*, I°xl x))))))) 
(use: general-mathematical-knowledge))] 

Note that programs which relied on the old contract will continue to be able to use 
the new factorial function provided that the new contract subsumes the oid contract 
and the new implementation of factorial satisfies the new contract. There are a 
var le ty  of reasons that might prompt this change. Some user might have specifically 
requested it. It might be necessary for other modules which are already wr~ t ten .  The 
system desizners might see the need for more generality in the future. In any case we 
arc interested in  what the implications are. The major impl~cation that emerses from 
redoin2 the meta-evaluation IS that the orig~nal program for factortai can no tonper 
be demonstrated to converge. In particular I! cannot be demonstrated to cor ,>erze in 
the open interval between 0 and 1. For this and other reasons the programmers are led 
to  make the following change to the definition of factor~al: 



Later i t  is noticed that another clause can be added to the contract of the new 
factorial function to the effect that for every n > 0 we have ((factorial (n + 1)) = 
(n * (factorial n))). 

P r o c r ~ m m i n ~ S i y l e  and Responsibility 

Some authors have advocated top down programming. We find that our own 
programming style can be more accurately described as "middle out". We typically start 
w i t h  specifications [contracts, intentions, constraints, etc.] for a large task which we  
would like to program. We refine these specifications attempting to create a program as 
rapidly as possible. This initial attempt to meet the specificaticns has the effect of 
causing us to  change !he specifications in two ways: 

1: More specifications [features which we originally did not realize are firnportant] 
are added to  the definition of the task. 

2: The specifications are generaiized, specialized, and/or otherwise combined to  
produce a task that is easier to implement and more suited to our real needs. 

A t  any eiven point i n  the programming process, we are confronted with 

1: A partial program which attempts to zccomplish some task 

2: Partial specifications [contracts, intentions, and constraints] which judge 
wheli ier or PO! the task is accomplished 

3: A pa r t~a l  substantiation which says why the code satisfies part of its contract. 

c.  A part,al coilection of the plrns for using the uackcrou~d kncwledge assumed by  
rhe  prozram. 

5: A toilectron of scerarios and models of how the programs are suppored 'O oo rk  in  
con:-eie ~nstances 

C u r r e ~ t  generation sofiware enzlneerlng practice borders on the crimsna : y  
irrespor:s.uie In that i t  does not LeguE that prazrammers [whether human or :nachinej 
substanlrate that the code meets its contracts q&q;e it IS fois!ed off on an u~suspect ing 
public. Uitimately we would l ~ k e  to automate the process of substanhation; but In the 
meantime people can perfec?iy well serve this role. In most cazes, current g r a i t ~ c e  does 





say that the the debugging paradtern is without merit. But no matter how intelligently the 
debugging is  carrtad out, i t  simply does not In  rfself p_rodu_cls_ the evidence needed to have 
confidence i n  Iarge public software systems. The fact that a program seemed to behave 
correct ly  a n  tb last three test inputs that r f  was gtven 15 not a substantial reason to  
bel ieve that the program w ~ l l  always behave as contracted. 

Wrork~ng wi th  a program on concrete cases has advantages for certain purposes over 
reasoning e n t ~ r e l y  abstractly. For example runnfng a new program on a few test cases is a 
good way t o  shake out s~mple bugs from the system [particularly ff  the system has a way to  
keep a complete h~s to ry  of the computat~on and to undo [Te~telman] any or all stde-effects 
when the computat~on bombs]. Successful histor~es expressed in  EVENT DLAGRAMS are useful 
In suggesting how to substantlate that the program works in general. Furthermore 
h ~ s t o r ~ e s  of  successful and unsuccessful attempts to solve a certaln class of problems can 
o f ten  b e  va r~aba l~zed  [Haw~t l  1969, 1971; Hart, Nllsson, and Fikes 1972; Sussman 19721 t o  
o b t a ~ n  general procedures for that class of problems. 

Relation to Ado_m_atic &ogramming 

" l r c  base ourselsea on the idea that in  order for a pronrarn to  ho capnlrlr? oJ 
I r a r n i n ~  something it must f i rs t  be capablc of beina lold it." 

AfcCorthy 

In his repor t  to ARPA entitled "Automatic Programming", Robert Balzer has 
identi f ied the four major phases of Automatic Programming as being: Problem Acquisition, 
Process Transformation, Model Verification, and Automatic Coding. He proposes to 
investieate whether systems that implement this paradigm can be built to converse wi th  
exper ts  [businessmen, doctors, engineers, etc.] who are not programmers to automatically 
produce programs in  their domain of expertise. The extent to which this will be possible 
wi th in  the foreseeable future is unknown. 

We are working on a rather different problem: our goal is to construct a 
Prozram-'iing Appre-nkce which can aid e s ~ e l f  pcogcam_?1e_r_s in  constructing laree public 
sof tware systems in such a way that they will be easier to write, debug, and maintain. 
Furthermore there must be a substantial reason to believe that the programs will behave ?s 
contracted. The success of our project is not dependent on the success of the kutomat~c 
Programming projects. Indeed, it seems likely that substantial progress is necessary o n  
the prozrarnming apprentice problem before Automatic Programming can proeress past a 
certain point. Of course partial successes or useful techniques that are de'eloped for 
automatic programming stand a good chance of being useful to our Programmine Apprent~ce.  

Contracts and intentions don't capture everything intell~gent to be s a ~ d  about 
proerams. In fact they are just the f ~ r s t  le\.ei of descr~pt~on beyond the code. W e  have 
not yet incorporated more abstract descriptions of behav~or like models, In real l : le 
programmers almost always have models of what they are ~mplernent~ne and a r ie' l -cornn.e~:cd 
program of ten presents t!ie model first, and then relates the code, line by line, to the 
model. 

We don't yet well understand much of this unexplored area, but are c.,rrentl,, 
~ n v e s t i g a t ~ n g  i t  i n  the world of prograrrs definlng data structures There appea7; to r)e a 
whole class of comments which we call pugom sutemerfs_ wh~ch l@k beha\# ors Sorre that 



w e  are beginning to understand are i r k &  between the code and the model, lrnks between 
par ts  o f  the coda and other parts a l fwfed (often by soda-effects), end between the code 
and the justification of why ~t works. 

Purpose statements withrn the code come to the fore when Rhere are relations which 
d o  not follovd the simple flow of central, and in part~cular when there are side-eflec's 
~ n v o i v e d  Meepino, track of these purposes fn  the justrf~cat$on process aliows !he sys?ern 
t o  monitor the scope of side-effects and to protect them untd they are used. Protectirig, 
of course, does not scmpiy mean maktng sure that a side-effect 15 never violated, ~t IS 

closer to meanlng that !I bt I S  ever violated I I  should be replaced before i t  is needed 
If a programmer could easrly spectfy i n  the just!f~catron w& pieces of code were writ ten, 
rn many cases the system could protect the result u n t ~ l  needed; In thts way many common 
bugs could easily be tracked down, t f  not f~xed. 

There has been a great deal of work done on achieving and protecting side-effects: 
Newell and Simon in GPS; Simon in his Heuristic Compiler; Hewitt in development of goal 
oriented formalisms with ability to delete elements from the data base and to do pat tern 
directed invocation to draw conclusions from the changes; Ruiifson in developin: a 
context mechanism for QA4 to attempt to control the scope of changes to the data base; 
Winograd, Fahlman, and Sussman for the blocks world; Waldinger for simple sort programs; 
Goldstein for  f ixed instruction turtle programs; McCarthy, McDermott, Buchanan, and 
Luckham for simple robot problems; etc. Sometimes having side-effects indicates an 
unaesthetic program; sometimes i t  is a very clever thing to do; and sometimes i t  is  the 
only way to solve a problem. 

Advantages of Contracts 

Actor based contracts have the following advantages over previously proposed 
formalisms fo r  expressing what procedures do as opposed to h a  they do it: 

The contract is decoupled from the actors it describes. 

We can partially substantiate facts about the behavior of actors without giving a 
complete formal proof. An actor who is asked can if i t  chooses make an explicit 
assumption for some circumstance being the case which the programming apprentice can 
remember so that it can be dealt with later. At some later time i f  we require further 
justification, then we can re-examine the situation. 

Contracts of concurrent actions are more eas~ly disentangled. 

We can more elegantly write contracts for dialoeues between actors. 

The contracts are writ ten in  the sane formalism as the procedures they describe. Thus 
contracts can have contracts. 

Historical contracts in which the behavior of the actor depends on the history of 
messases w h ~ c h  it has received can be easlly and naturally expressed. For example ~t 
IS easy to write a contract for a routine which returns the average of all values rt 
has ever been called with. Furthermore contracts for &.e eftqc_t_s are express~ole 
wi!ilout recourse to the notion of a global state by packaging up side-effects In 
contracts designed that purpose. 



The extent to  whrch contracts are checked et executron time as opposed to being 
v-efrfied once and for all [making the executton Irme check superfluous] becomes at 
least parttally an economic dec~sfon. Sowtim@s [as cn type checktng] i t  IS cheaper 
to use an effictent runttme check providsng that the possibtlity of a run trme fault 
is tolerable. There are some appiications [r.g controllsng a nuclear reactor or  a 
heart-lung rnach~ne] where a run time fault IS not tolerabie. 

Because a basic kind of protection is an intrinsic property of actors, we hope to be 
able to deal wi th  protection issues in the same straightforward manner as more 
conventional contracts. We use contracts to express what programs and data structures 
are supposed to do. In addition we are concerned with expressing and substantiatioe 
that programs do n f ~  do what they are not supposed to do. For example an actor glven 
access to a data base can be contracted n A  to write into the data base. 

Contracts for data structures are handled by the same machinery as for all other 
actors. 

Conclusions 

Every actor can have a contract which checks that the pre-conditions and the 
context of the actor being sent the message are satisfied. The contracts of an actor are 
w i th  the other actors with which it communicates. How an actor fulfills i ts contract is 
i ts o w n  business. A contract for an actor is an absolutely arbitrary monitor on the 
behavior of the actor except that it is not to affect the behavior of the actor it 
monitors. If it detects a violation the contract will bring the whole computation to a 
halt. [In practice what will actually happen is that a Repairman [which is perhaps 
another program] will be called to attempt to salvage the situation.] 

The successful meta-evaluation of actor modules using only the contracts of other 
modules makes i t  easier to extend behavior without introducing unpredicted complications. 
The behavior of any given module can be arbitrarily extended without changing any other 
modules providing that the contract for the new module can be shown to subsume the 
contract of the module i t  replaces. Furthermore if the new module fails to fulf i l l  
certain clauses of the contract for the module which it replaces, the modules dependent o n  
the discarded clauses can be identified. 

By a s i rnp l r  hua we mean an actor which does not satisfy its contract. We wouid 
like to  eltrninate simple bugs in programs by the ntrra-c~wluntion of the rnodules l o  show 
that they sa t~s fy  their contracts. Eliminating all the simple bugs from a program does 
not irnpiy that !! always behaves as intended. It only ~mplies that the program w ~ l l  
f u i f ~ l l  11s contract; the fine print in the contract may not be suf f~c~ent  to Imply the 
intended behavror. 

The rules o f  deduction to establish that actors satisfy their contracts 
essentialiy take the form of a h ~ g h  level interpreter for abstractly evaluating the 
program in  the context of its contracts. This process [called mctn-rt~nlunliort  j ca.7 be 
justifled by  a form of induction. Meta-evalua!ton captures a large par! of the rnsc!?a.7ism 
Ihat a pr9zrammer goes through when she peads a piece of code to determine !hat i t  will 
sat:sfy rts spec~f~cations. It is a kind of 'meta-debugging" rn which the code for 
accomplishing some task is reconciled w ~ t h  the contracts for the task. Meta-e,dalual~on 
exposes and makes explicit the behavioral dependencies of the programs su f f~c~en t  to  



suustantiate all the contracts and sntentrons of the modules. it exposes both the 
dependences withtn a module and those between modules. 

This research was sponsored by  the MIT Artif~ctai Intelligence Laboratory and 
Project MAC under a contract from the Off~ce of Naval Research. 

We would like to acknowiedge other members of the PLANNER Project: lrene Greif, 
Peter Bishop, Roger Hale, and Richard Steiger who have contributed extensively to the 
ideas in  this paper. lrene Greif is doing theoretical investigations on characteriz~ng 
behavior involving parallelism and side-effects that provides a mathematical foundation 
for the nieta-evaluation process. The first section of the paper has benefited f rom 
extensive conversations with Ben Kuipers and Tom Knight. Many M.I.T. students have served 
as zuinea pigs while this material has been fermenting during the last year. In 
particular Keith Nishthara and Hcwie Shrove made valuable comments and cri t~c~srns. 

"These /Pl.AiVNER-likr / systrrnn h a w  traded irtrrca tcd 
operational power for loas of auarrr~rss. Rrcause thr knou l rdg r  is 
reprcsentcd proccduralIy, the system is less capable of using i t  
drductively or i n  de tc rm in i~~g  what rhr corcscgurncr of par l i ru inr  
actions may be.. 

Rob Rnlzrr / I9731  

The research reported in t h ~ s  paper is the natural continuation of prevlous 
research [Hewitt 1969,1971; Rulifson 1971; Davies 1971; Sussman and McDermott 1972; H e w ~ t t  
et. al. 19731 for the procedural embeddino of k>ow&dge. If all knowledge is to be 
embedded in  actors [procedures], then an intelligent system must have a sound knowledze o f  
programs and programming i f  it is to understand its own problem solving methods. In this 
paper  we  have made extensive use of ideas and techniques developed for the predicate 
calculus approach to  verification of properties of programs [Goldstine and Von FJeurnann; 
Floyd; Manna; Waldinger; Milner and Weyhrauch; Green; Deutsch; Luckham and London; etc.]. 
Boyer and Moore have independently developed a system for proving equivalences belween 
LISP functions. Their work differs from ours in being specialized to provlng equ~valences 
and in  that their system works on the basis of structural induction where i t  attempts to 
automatically guess the right induction principle. Meta-evaluation procedurally embeds 
Actor Induction as i ts sole inductive principle. Furthermore, our work includes, but IS 

not limited to, showing that programs satisfy their contracts. 
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Introduction. 

The representation of knowledge is a fundamental part of any 
Artificial Intelligence iwsestigation. If we are to have systems which 
understand, then the knowledge they have nust be represented somehow. 
In this paper we consider some representations for concepts and propose 
a new method which we call "active descriptions". 

%at is a concept? If we look in a dictionary we find something 
like "an idea, a notion, a class of objects". This is not too useful 
and we do better to examine its root. To "~onceive" an idea is "to 
form it in the aind - to imagine". We see here tho idea that. a concept 
is a construct. Again, Bourne, Ekstrand and Do~inowski (1911) define a 
concept as "any describable regularity of real or imagined objects or 
events". So a concept is a description in some language and constructed 
Eron other concepts. 

Ey a dsscription we mean a structure whos: parts and the relationships 
between them give informtion about whatever is 5eing described. In 
psychology, mainly class concepts are dealt with. Iierr the language is 
~ropositional calculus and is too simple for most A 1  programs. If we 
use English as our language then our descriptions are mainly of concrete 
and abstract entities such as "the red top of rry coffee jar", "walking 
fast", and "hairiness". Being descriptions they are generally 
represented by English noun phrases. 

This definition of concept seas to equate it v i t h  description. 
There is more to a concept, however, in particular the knowledge of how 
to use it. A "chair", for instance, besides needing descriptions of its 
structure needs informtion about "how to sit dobn on chairs" andiswhat 
kind of shop to buy a chair in". There are thus two poles to the concept 
"concept", the structural and the procedural. Our main purpose in this 
paper is to bring these two together, to show that there is a dirension 
between these poles, and to suggest the kind of system which rcight deal 
equally well with both aspects. 

The two poles are expressed in two paradigms frcm AI which ,re 
exemplified in... 

(1) The procedural representation of Iiinograd (: 971). 
(2) The structural descriptions of Cinston (1°C). 

In his ?rogran, SHRDLL', Iiinograd treated neanings as programs. 
Each word and each grammatical unit had senantic progra7.s associated 
with it which together built up ncanings for InqLish input. The 
~eanings were PLL\?;EII procedures which \.,hen evaluated would do ,hat was 
necessary to respond to the input, e.g. answer questions or take 
comands. The meaning of a noun group was a prograir to find an instance 
of that noun group so the use of the concept was Deicg reprcsrr:ted. 
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Winston's p m g r m  was based upon structural descriptions used to 
represent the structure of concepts from a blocks world. Such concepts 
were "arcV\ n"tr"", "bench" and other block c~nstru~ti~ns. A 
description of a concept was a relational structure which represented 
both the structures which should be present in an example of the concept 
and those which must be absent. The difficulty with representing 
concepts this m y  is in representing the procedural infomation about 
them. An interpreter for the types of structures used must be written. 
Procedural enbedding can be re-phrased as "why not use the interpreter 
of a standard progradng language". 

We try to reconcile these two viewpoints. We feel that the 
advantage of procedural embedding should not be thrown away since to use 
concepts easily they should be programs. It turns out that we need 
structures which sometimes act as programs and sometimes as descriptions. 
There is one example in SHRDLU where a PLANNER procedure is taken as a 
structure to be examined. However we find that a new representation is 
really needed. 

The last section of this paper tries to suggest a form for this new 
representation. We call the representation active descriptions si~lce 
the objects built up are structures which may be examined and hence 
used as descriptions but the components of the structures are processes 
running in We define a process to be any ongoing activity to 
which messages can be sent and from which messages emanate. We 
elaborate this definition in Stansfield (19741. An advantaee of this , , - 
method is that interpretative knowledge can be spread throughout the 
system - we do not require one processor which can uniformly process any 
structure. The method is perhaps a step towards some representation 
where there is no essential difference between descriptions and procedures 
This relates it to Hewitt's Actors (Hewitt et al, 1973) since here also 
there is no difference between data and process. Again we go into this 
in detail in Stansfield (1974). 

Reasons for needing descriptions 

1. Referential opacity. 

We need descriptions rather than programs to cope with referential 
opacity. A noun group is referentially opaque if the clause which 
refers to it refers to it as a description rather than to some items 
denoted by that description. So in... 

(3) "Does Fred know the blocks which are on Block 2?" 

... the noun group should not be evaluated to produce certain klocks say 
bl and h 2 .  This would leave the sentence equivalent to... 

( 4 )  "Does Fred know bl and b2?" 

... which clrarly has lost sore neaning. Tndred, th:t sentence may be 
asked of someone who does not know the particular blocks. The coun 
group must be treated as a description. Similarly sii t ir  ... 

(5) Fred thinks block8 is a cube. 

Blocka might not be a cube so we cannot represent (5) by the kwo 
assertions ... 

(6) Fred thinks X .  
(7) X blocka is cubc. 





3. Assertions and referential opacity. 

The question of assertions can Be related to referential opacity. 
Suppose we assert . . . 

( 5 6 )  SI piano ir rt box with atrings in. 

We don" want the separate assertions.., 

(17) A piano is a box. 
(18) The box has strings in. 

but require the piano to be the entire object; bax and strings 
together. Zn other words, rather than ... 

"find a box, check it has strings in, match the box to piano" 

we need . . . 
"find a box,with strings in and label the whole piano"'. 

This reveals a difference between Winston's method and Winograd's. In 
 inst ton's work an "arch" could be defined as a description ... 

(19) h arch is a beam with two supporting blocks. 

In Winograd" program the definition would be a program ... 
(20) Find a bean and check it has two supports. 

and the system would say Bl is an arch in Fig. I. 

Figure 1. 

4. Numerals. 

We need descriptions for making assertions involving numerals. 
Consider telling a program ... 

(21) Two blocks are in the box. 

If the program cannot see inside the box or work out which blocks are in 
it then it must store that something satisfying the description "two 
blocks" is in the box. 

Furthemore the program must symbolically manipula~e descriptiocs 
to answer hypotheticals like ... 

(22) If I put two blocks from the table on to the shelf, 
how many red blocks would be on t h e  skrir'? 

.., where there are no blocks oni the shelf t o  beg i r .  v i t i  2nd: say, all 
blocks on the table are red. iie certainly doc'c vant tc. r u n  t h e  ' ' p ~ t "  
program twice, moving two particular blocks, and then t o  assuse  i h a t  
since these two happen to be red tila:. we will always end i;p with tx:o red 
blocks on the shelf. We need to reason about tho a c t i o n  and, in so 
doing, to nanipnlate a 6escription of < t  i f  we are t o  a r r i v e  at a true 
result. 



/5. Verbs vhihh take descriptions, 

Many English verbs taka their objects to be descriptions rather than 
retrieval program. Below we see that the verb "call" requires a 
desctiption of some object tx? work on and only then can it invent a name. 

(23) If you had what would you call it? 

Similarly "look" takes a description in . . , 
(24) Look at the red sky. 

The description '"red sky" is w r e  than a program for finding a denotation. 
There is only one sky so red is entirely unnecessary for this purpose. 
Instead it points out the feature of the sky to be considered while 
looking. 

PLANNER'S use of descriptions for finding examples of concepts 

So far we have argued the need for descriptions rather than 
procedures. Let us now consider arguments based on the methods used in 
PLANNER and COhTIVER. PLANNER'S deduction mechanism for finding 
instantiations, for asserting objects to be examples of concepts, and for 
reasoning about concepts in general, has deficiencies when used for the 
type of reasoning about everyday objects and concepts an artificial 
intelligence will require. We will show when we consider these that code 
should be treated symbolically as a description as well as being 
interpreted. 

We can take as a first approximation to a description, a set of 
patterns perhaps with variables to be instantiated. This could be seen 
as a local self-contained data-base. The important points about this 
scheme are ... 

(25) The description is not accessed from any particular point. 
(26) There are links between the patterns. 
(27) The patterns are in no particular order. 

Figure 2 shows a possible definition of "arch" 

= 
ARCH = variables 

P Figure 2. 

(support fl, 
In PLANTER or COWIVER the natural way of making such a concept 

would be to choose a particular ordering of the patterns, envelope each 
in a thgoal statment, and make the entire structure a procedure for 
finding an6 testing tor the new concept. 

1. Choice of an order for the patterns. 

SHRDLU has a very sizple method of dealing with this problea in its 
small world. When it builds the meaning of a noun group it orders the 
patteras/ 



/ p a t t e r a s  according t o  weights aosociated wi th  then by the  p rog ramer .  
'I"hia i s  adequate but f o r  a l a rge r  world th ings  can go wrong. There a r e  
two pgtobl-. One i s  i n  t he  method used t o  order  t he  pa t t e rns  and the 
o t h e r  is  i n  the  time t h i s  order ing is done. We don ' t  know t h a t  t he  
wreighta w i l l  always work. They may depend on t h e  Context a t  t he  time 
of order ing.  Even worse, the  order of code might depend on the  context 
a t  t he  t h e  of execution.  (28) i s  b e s t  done i n  one order  a t  a 
l i n g u i s t i c s  conference and the  o ther  a t  a b ra s s  band conpet i t ion .  

(28) Look f o r  a l i n g u i s t  who plays the  tuba.  

2, Problems when a l ready given an order .  

Things can go wrong even given a p a r t i c u l a r  order .  Suppose we have 
t o  f i nd  an  Egyptian Ephalunrp, i . e .  

(29) thgoal (egyptian Ex) 
thgoal (ephalump Ex). 

How can we discover  t h a t  these  goals a r e  i ncons i s t en t .  Suppose t h a t  the 
f i r s t  f i n d s  an Egyptian ob jec t  El .  The second goal w i l l  f a i l  and 
another Egyptian ob jec t  w i l l  be searched f o r .  The mistake i s  t h a t  the 
two goals  a r e  considered independently. iiow the  second goal might 
i n s t ead  r e t u r n  a reason f o r  f a i l u r e  s ince  ephalumps a r e  e i t h e r  African o r  
Indian.  This can only be used i f  t he  second goal knew abcut the s t r u c t u r e  
of t h e  program i t  i s  i n .  The e n t i r e  search  could then be made t o  f a i l  
with a reason. 

There seems t o  be no simple way of ar ranging i n  general  t h a t  the  
b e s t  advantage i s  taken of poss ib le  i n t e r a c t i o n s  between goals without 
g iv ing up t h e  idea  of a p a r t i c u l a r  order ing of goals.  Any statement 
needs t o  know not  only the  s t r u c t u r e  of i t s  immediate conta in ing theorem 
bu t  a l s o  t h e  s t r u c t u r e  of t he  deductions made a t  run time. A more 
complex example w i l l  i l l u s t r a t e  t h i s .  Consider again  ... 

(30) thgoal ( a  Ex) ; thgoal (b Ex). 

The f i r s t  goal could cause a consequent theorem t o  be invoked i n  the  
course of which (c  Ex) might be a s se r t ed .  Thgoal (b Ex) might f a i l  
because of t h i s  a s s e r t i o n .  To allow f o r  t h i s ,  "thgoal (b Ex)" musc be 
a b l e  t o  see  what p a r t  (c  Ex) played in  the =ecut ion  of "thgoal (a Ex)" 
and what condi t ions  implied i t .  Having found goals t h a t  implied (b Ex) 
they can be f a i l e d  r a the r  than t r i e d  again f o r  new solut ions .  

Another approach t o  t h i s  problem i s  t o  l e t  ( b  Ex) give advice t o  
thgoal (a Ex) namely, don ' t  f i nd  anything which has (c Ex) t rue  about i t .  

3 .  There may be no s a t i s f a c t o r y  order .  

The next example shows tha t  no 2rder m y  b e  s a t i s f a c t o r y .  Consider 
the case . . . 

(31) A point  on l i ne1  and on i ine2.  

i n  Fig.  3 where l i n e 1  and i ine2 a re  c i r c l e s  cen t r e s  O acd P respect ive ly .  
I t  i s  f o o l i s h  t o  t r y  s a t i s f y i n g  these eoaLs independenrlv i c  e lcber  order.  
There a r e  an i n f i n i t e  r.ur.ber of so lu t ions  t o  e a c h  bii: only two t o  tbec  
both. b s t e a d ,  sone deductior! needs t o  be dor:e f i r s t .  I t  i s  t h e  
s i t u a t i o n  of Fig .  4 vhere we know our ansc7er i s  i n  bet  A and i n  see 8 
and where together they imply i t  i s  i n  s e t  C .  



4. PLANNER retrieval relies too heavily on a central data-base. 

Finally PLAiiR's approech is oriented to the use of a central data 
base and retrieval is by a simple, perhaps externally directed search. 

Let us take two simple cases. Firstly consider ... 
(32) Find a lion in London. 

Lnstead of looking at lions in the data-base and seeing if they are in 
London it is more sensible to realise that if a lion is in a city then 
it is likely to be in a zoo or a circus. Having found a zoo we can use 
knowledge of zoos and search for a map on a bill-board. Using our 
knowledge about maps we are home. 

Secondly we consider ... 
(33) Find a cup with a chip on it. 

If my kitchen were impeccably kept it night, on data-base considerations, 
be wise to look for something chipped first as there will be fever of 
these than of cups. In the real world though it is better to look for 
cups since we know where to find them. Ue would look in the krtchen 
cabinet which could be a data-base in itself. A data-base sb,culd be 
like a shop with a storekeeper. if ve rant something we nsk the 
storekeeper who know how his store is organised. Ee can givc us advice 
by conversation about we night need for any particular purpcsr and 
he might use reasoning to find this advice. Our knowledge of the uorl? 
should be organised semantically. This reduces the inportance of 
transactions with a syntactic data-base and emphasises :he role of 
deductions. 

We have shown that parts of a concept interact allowing deductions 
which add to the concept. The process is one of construction by 
deduction. For example, if we have to find some example of a 
description 1 

220 
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[descr ip t ion  ve  might not  search  f o r  i t  i tmedia te ly  but ins tead consider 
the  d e ~ c r i p t i o n  to s ee  what it e n t a i l s .  In doing, so we bui ld  up 2 

required ,  It i s  unreasonable t h a t  such a  
d  by mutual i n t e r a c t i o n s  betrreen i t s  p a r t s  

f a r  we must  consider i ts  changing r e l o t i e n  to t he  r e s t  of the tsorld 
w d e l .  Asay new piaea of knowledge n ighs  modify a  concept a l ready 
present  by allowing f u r t h e r  i q l i c a t i o n e  about it. In  genera l  t h i s  i s  
t he  problem of hov concepts can develop, be genera l i sed ,  enhanced, 
s impl i f ied ,  e t c . ,  Our p i c t u r e  i s  of concepts which a r e  ac t ive  a t  a11 
times. 

We propose t h a t  each p a t t e r n  of a  desc r ip t ion  be a  separa te  process 
a s  defined i n  sec t ion  one, To ease the  problems of co-ordinating these 
they should be i n  p a r a l l e l .  With too many antecedent and consequent 
theorems f o r  co-ordination i t  i s  d i f f i c u l t  t o  see  how a program w i l l  
behave. Gle have a  s u r f e i t  of demons where the main program is hal ted  
t o  teke ca re  of s ide -e f f ec t s  which i n  t u rn  take care  of more side-effect:. 
The main t a sk  i s  hardly tackled .  So much code must be concerned with 
scheduling t h a t  we have a  kind of exponential  explosion and any 
l i n e a r i s a t i o n  which i s  not s u f f i c i e n t  t o  approximate t o  pa ra l l e l i sm w i l l  
g ive  r i s e  t o  these problems. Ke sill? i n  (29) and (30) how two goals a r e  
o f t en  dependent so t h a t  discoveries by one may help the  o the r .  The 
order  i n  which these d i scove r i e s  a r e  made i s  extremely s i t u a t i o n  dependent. 

The separa te  processes must have channels along which eo comunicate .  
They must know of each o the r  and the  r e s u l t s  of one or advice from it 
must be usable  by any o the r .  We propose t h a t  t h i s  should be 3one by 
s ide-ef fec t ing .  Consider two processes which a r e  p s r t  of a  a e s c x ~ p t i o n .  
One i s  associa ted  with the  p a t t e r n  (a  Ex) and the  otlier w i t h  ( b  Ex) .  
The e n t i r e  desc r ip t ion  i s  asked to  f ind  an example of  i c s e l f  so the 
s epa ra t e  pa t t e rns  each t r y  t o  f i nd  values f o r  Er which s a t i s f y  t h e l r  owr' 
p r ed ica t e .  The va r i ab l e  i s  t rea ted  a s  a common s t o r e  so t h a t  i f  one 
process a s s igns  t o  i t  the  o ther  can t e l l .  It i s  a l so  t r ea t ed  as  an 
ob jec t  s ince  e i t h e r  process may need t o  a s s e r t  sometking about the  objec t .  
I n  p a r t i c u l a r ,  the  predica tes  (a  Ex) and (b Ex) a r e  both a s se r t ed  about 
Ex so  e i t h e r  process knows both.  Because we do away with a  global 
data-base we a t t ach  the a s se r t i ons  concerning Ex t o  Ex i t s e l f .  This 
attachment i s  r eve r s ib l e  so each process can examine Ex or add t o  i t .  
This does noc mean t k a t  a l l  connections must be cade a t  conpiie tire. 

During execbtion,processes may - d e  more acquaintaaces a t  f i r s t  
i n d i r e c t l y  through r h e l r  nelghbours. A process which kznts  t o  f ind out 
something may ask a  f r i end  t o  learn  where siich th lngs  can be discovered. 
In  fu tu re  cases i t  may then go d i r e c t l y .  

The p i c t c r e  of Lx S u i l ?  up so f a r  seems ticry s r ruct ! l rs l  r a tbe r  ti-:sr. 
procedural .  % i s  i s  R O C  r e a l l y  the case.  Suppose ve z s se r t s6  tha t  fs 
was a  "car". Then t h a t  a s se r t i on  should r e f e r  t.2 che conlept c a r .  C.ne 
t r i v i a l  way would be t o  have c a r  be a  s t r u c t u r a l  desc r ip t ion  i t s e l f  ar.2 
t o  a s s e r t  a l l  the  p a r t s  of t h i s  desc r ip t ion  d i r c r r l y  abcut f x .  T h i s  is 
i c e f f i c i e n t  and no: very e f f e c t i v e ,  s ince  t h e  a s s e r t l e n s  would be 
congionerzted with a s se r t i ons  about o ther  conccpis and  i t  woulJ be  
d i f f i c u l t  t o  use the desc r ip t i cn  as  a whole. Eesides rce may trot be able  
t o  def ine  ca r  as  a s t r u c t u r e .  Suppose the a s s e r t i o n  (car  Ex) %;ere 
i t s e l f  a process running i n  pa%-a l l e l  with t h e  o t h e r s ,  Then i: cot~?d 
keep / 



/keep a watch on Ex.  If certain other details were asserted of Ex 
such as the nurober of wheels, engine size, etc., these should "%Ir 

with the assertion car to produce a more detailed picture of the car 
perhaps using these details to make deductions constructively. The 
use of car must of course only be an instance since we don't want 
assertions about one car to be transferred to all. The idea of concepts 
reacting can only be achieved properly by parallel processes. 

The possibility for having hypothesis making is very important since 
hypothesising appears to be important for reasoning. Suppose for 
instance that one of the patterns in a description finds two possible 
instantiations of itself. Another pattern might wish to pretend the 
first is correct and to see the consequences. This is done implicitly 
in PLANNER and COWIVER by Icaving separate data-bases for worlds in which 

'the hypothesis is taken differently. PLANNER handles these by the 
control structure and CONNIVER also by providing contexts. A hypothesis 
can be made by asserting it as a fact. If it leads to a contradiction 
a failure can be generated by backtracking, erasing the fact and trying 
another hypothesis. It is possible to have two separate hypotheses going 
at once by keeping two contexts and rumling them in pseudoparallel. 
There is a third possibility which we find better since it explicitly 
mentions the hypothesis making. The fact could be "asserted-as5a- 
hypothesis" i.e. by looking at the fact we could later tell that it was a 
hypothesis. h.y deductions made from it could have attached infomation 
saying "I follow from such and such a set of hypotheses". The attachnent 
could be bidirectional so that from any fact we could work back and see 
what else this implies is false. In a fairly strong sense, deduction 
and explicitness together replace control structure. 

We find many correspondences betveen the ideas expressed here and 
those expressed about ACTORS in Hewitt et a1 (1973). The connections 
are reported in a thesis draft (Stansfield, 1974). 

Summary 

To sum up we mention what we believe to be the xost important point. 
This is that a limiting factor on the size of :he problems able to he 
tackled by A1 programs has been the inability of programs to form and use 
concepts. Until programs can use definitions of large units constructed 
from smaller ones any program covering a large body of knowledge will 
become messy and suffer from disastrous interactions. Concept building 
is possible if concepts are considered as relational structures. 
However these are difficult to interpret. Pr0grac.s are far more flexibly 
interpreted but we have shown certaia restrictions in using them. Tne 
answer lies in active descriptions. To make these LiOrk and tc allow 
clusters of expertise we find multi-processing is necessary. This car 
lead to many anthroponorphisms. The idea of Eany ;recesses op~rating 
simultaneously, giving each other advice, conversing, and side-effecting 
an environment vhich is itself a process is exirecely suggestive. It 
can be dangerous if our recursion is not based cn ~n:;thicg 2-d wc put a 
homunculus into each process. On the other hand it can be an endless 
source of ideas and computational possi3ilities. 

The author gratefully acknowledges financial support by the Social 
Science Research Council for the work reported in this dccurent. 
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The V i r tv t lus  MaQora o f  lugs 

by &a16 Jay Sussaan 

How much t%me has ercb o f  us spent t r ack ing  d w a  some bug f n  ha 

computer program, an e l e c l r m $ c  device, or a maP,hemat<cal p r o o f ?  At 
C 

such t imes f t  may seem t h a t  a bug i s  a t  best  a nuisance, a t  worst a 

d i s a s t e r .  Has It ever occurred t o  you t h a t  bugs are m a n i f e s l e t l o n s  

o f  power fu l  s t ra teg ies  o f  c rea t l ve  t h i nk ing?  That, perhaps, creating 

and removlng bugs are  necessBry steps i n  the normal process o f  s o l v i n g  

a  problem? Recent research a t  the N I T  A 1  Laboratory [Sussman 19731 

[Go lds te in  1973)CFahlman 1973; ind jca tes  t h a t  t h i s  i s  p r e c i s e l y  t h e  

case. 

Whi le "bugn I s  hard t o  def lne,  I do not  mean those t r i v i a l  
f a i l u r e s  o f  oversight,  o f  manipulation, o r  typ ing,  t h a t  p lague us 
c o n t i n u a l l y .  I mean rea l ,  conceptual e r ro rs .  

Recently, I have cowpleted the design o f  HACKER, a 

computat ional  model o f  s k i l l  acqu is i t ion .  HACKER i s  a  p rob lem-so l v i ng  

system whose performance tmglroves w i t h  prac t ice .  This i n v e s t i g a t i o n  

has e luc ida ted  several  important aspects o f  problem so l v i ng ,  

i nc lud ing :  t he  r e l a t i o n s h i p  o f  problem-solving t o  l ea rn ing ;  t h e  

r e l a t i o n s h i p  between imperat ive and dec la ra t i ve  aspects o f  knowledge; 

t h e  na tu re  o f  p lans and t h e i r  t e l eo log i ca l  s t ruc tu re ;  and the  r o l e  of  

bugs and debugging i n  the refinement o f  p lans. 

A t heo ry  o f  problem solv ing:  

A human problem-solver f i r s t  t r i e s  t o  c l a s s i f y  h i s  problem 

i n t o  a  subclass f o r  which he knows a  so lu t i on  method. I f  he can, he 

a p p l i e s  t h a t  method. I f  he cannot, he must const ruc t  a new method by 

a p p l y i n g  some more general problem-solving s t ra teg ies  t o  h i s  knowledge 



~f t h e  domain. I n  constructing the new method, he t s  c a r e f u l  t o  a v o i d  

c e r t a i n  p i t F a l l s  he has prev ious ly  encountered end he may use methods 

ho has p rev ious l y  constructed t o  solve subproblems o f  t he  g l ven  

problem. The new method i s  c o m f t t e d  t o  memory f o r  f u t u r e  use. I f  

any method, new o r  old,  f a i l s  on a problem f o r  which I t  i s  expected t o  

work, t h e  f a i l u r e  i s  examined and analyzed. As a r e s u l t  the  method 

may be mod i f i ed  t o  accommodate the new problem. Often the a n a l y s i s  o f  

t h e  f a i l u r e  can a lso  be c l a s s i f i e d  and abstracted t o  be remembered as 

a p i t f a l l  t o  avo id  i n  the  f u tu re  when const ruc t ing  new methods. 

How HACKER embodies t h i s  theory: 

Please examine f i g u r e  1. HACKER, when a t t ack ing  a problem ( i n  

t h e  B locks  World [Winograd 1971]), f i r s t  checks t o  see i f  he has a 

program i n  h i s  Answer L ib ra ry  whose pat tern  o f  a p ~ l i c a b i l i t y  matches 

t h e  problem statement. I f  so, he runs t h a t  program. I f  not ,  he must 

w r i t e  a new program, using some general knowledge o f  programming 

techn iques app l ied  t o  h i s  knowledge o f  the Blocks World. Any proposed 

program i s  c r i t i c i z e d  t o  avoid ce r ta in  bugs he has p rev ious l y  

encountered. He may use subroutines ( i n  the  Answer L i b r a r y )  he has 

p r e v i o u s l y  constructed t o  solve subproblems o f  the  given problem. 

A f t e r  c r i t i c i s m ,  the  proposed so lu t ion  program i s  t r i e d  out.  The new 

program i s  s tored i n  the Answer L ibrary ,  indexed by an a p p l i c a b i l i t y  

p a t t e r n  der ived from the statement o f  the problem f o r  which i t  was 

w r i t t e n ,  so t h a t  i t  can be used t o  solve s i m i l a r  problems i n  t h e  

f u t u r e .  I f  any program, new or o l d ,  manifests a bug when i t  i s  

a p p l i e d  t o  a problem which matches i t s  pat te rn  o f  a p p l i c a b i l i t y ,  

genera l  debugging knowledge i s  used t o  c l a s s i r y  the  mode o f  f a i l u r e .  

Of ten,  t he  nature  o f  the bug can be sunmarized and remembered as a 

c r i t l c .  The program i s  patched t o  f i x  the bug and t r i e d  again.  



figure l 



The origins o f  bugs: 

HACKER has ways o f  repairing bugs when they come up, but h o w  

d o  bugs come up? There are several important sources o f  bugs. 

Sometimes, because o f  generalisatJons made when a new program i s  

inserted in the Answer Library, a progran Is applied t o  a kind o f  

situation which was not anticipated when the program was written. 

Other bugs result from unanticipated interactions between the steps o f  

a proposed solution. Let us eramine the genesis and repair o f  a bug 

o f  this latter kind. 

Suppose that one is confronted with a composite goal, in w h i c h  

t h e  problem is to achieve the conjunction of two conditions. In t h e  

absence o f  any further knowledge about the structure o f  the problem, 

w h a t  is a rational strategy to follow in attempting to solve the 

problem? The simplest approach, which has had great success in t h e  

history o f  science, is to begin with a "linear theory" -- t o  assume 
that the two subgoals can be achieved by independent processes. Thus. 

t h e  linear theory plan is to break up the conjunction into its 

components, and then achieve each component independently, with the 

hope that there will be no interference between the subproblem 

solutions. O f  course, this assumption i s  often False, and leads t o  a 

bug, but it is a place to start. Understanding the nature o f  t h e  

resulting bug will often point out the correct patch to make and may 

lead to a more ft:ndamental understanding o f  the problem domain. 

Consider, for example, HACKER'S behavior un the following 

p r u b \ e m :  Suppose that there are 3 blocks on t n e  table, A,B s i d  C, and 

we ask HACKER to build a 3-high t ower :  



vne 

(ACHIEVE (AND (ON A B )  (ON B C)) )  

Before After 

(P lease assume t h a t  HACKER has already w r i t t e n  a program t o  (ACHIEVE 

(ON x y ) )  f o r  any b r i c k s  x,y.) HACKER cannot f i n d  any program i n  h i s  

Answer L i b r a r y  which matches the given con junct ion  problem. HACKER 

then  goes i n t o  program proposal mode. He f i shes  about f o r  a s t r a t e g y  

which matches the problem posed. The l i n e a r  theory f o r  ach iev ing  

con junc t i ons  i s  re t r i eved .  I t  suggests the  plan: 

(TO AND2 (ACHIEVE (AND (ON A B) (ON B C)))  
L3: (ACHIEVE (ON A 8 ) )  
L4: (ACHIEVE (ON B C ) ) )  

That i s ,  i n  s i m p l i f i e d  HACKER syntax: f i r s t  t r y  t o  get  A on B ,  then 

t r y  t o  g e t  B on C. I f  the swbgoals are independent, t h e i r  o rde r  

doesn ' t  mat ter ,  so the a r b i t r a r y  order from the problem statement i s  

used. The proposal i s  then passed by the  c r i t i c i z e r  (which doesn ' t  

know anyth ing about t h i s  k i nd  o f  problem -- y e t )  and t r i e d  o u t .  

Of course, i t  has a bug. The program, ANDZ, f i r s t  p u t s  A on 

6 .  Next i t  t r i e s  t o  put B on C, but t h a t  means i t  must grasp 6 .  I t  

cannot move B w i t h  A on i t  (a  physical  r e s t r i c t i o n  o f  the  r o b o t ' s  

hand),  so i t  removes A from B and puts i t  on the t a b l e .  ( T h i s  i s  p a r t  

o f  t h a t  Answer L ib ra ry  subroutine which HACKER has const ruc ted t o  

so l ve  some e a r l l e r  problem o f  the form (ACHIEVE (ON x y ) )  and which i s  

2 2 6  



b e i n g  used hare.) Next, It puts B on C and I s  dona. But i t  f a i l e d  t o  

ach ieve I t s  o v e r a l l  purpose -- A i s  no longer on B I  

Ac tua l l y ,  Zn HACKER. the  program would never get  t h i s  f a r .  

Bestdes proposing the plan, the l l nea r  theory a l so  placed the  

f o l l o w t n g  teleological commentary f o r  t h a t  p lan i n t o  HACKER'S Notebook 

( F i g u r e  1): 

(PURPOSE L3 (TRUE (ON A 8 ) )  AND2) 
(PURPOSE L4 (TRUE (ON 8 C)) ANDZ) 

These s t a t e  t h a t  the author o f  the plan expected t h a t  A would be on B 

s t a r t i n g  a f t e r  l i n e  L3 and remain there a t  l eas t  u n t i l  t he  program 

AND2 was done ( t h e  fou r th  pos i t i on  could have contained a l i n e  number 

i n  a more complex p lan where L3 was a p re requ i s i t e  2 r a t h e r  than a 

main s tep )  and B would be on C s t a r t i n g  a f t e r  l i n e  L4 and remain t h e r e  

u n t i l  AND2 was done. When a program i s  executed f o r  the  f i r s t  t ime,  

i t  i s  executed I n  CAREFUL mode. I n  CAREFUL mode these comments a r e  

i n t e r p r e t e d  along w i t h  the l i n e s  t o  which they are  at tached. A daemon 

was s e t  a f t e r  L3 t o  p r o t e c t  the t r u t h  o f  (ON A 8)  u n t i l  AND2 i s  done. 

T h i s  daemon i n te r rup ted  the execution o f  L4 a t  the  moment A was l i f t e d  

o f f  o f  0. The bug i s  thus manifest as a PROTECTION-VIOLATION and 

caught i n  flagranee d e l i c t o .  Control now passes from the i n t e r r u p t e d  

process t o  the bug c l a s s i f i e r .  

Types o f  Bugs: 

We have seen how a bug can be constructed when a power fu l  b u t  

imper fec t  method of p laus ib le  7nference i s  Invoked. What do we do 

when s u c h  a bug comes up? U n t r i  recent ly ,  lt w a s  thought t h a t  a v e r y  

good ~ d e a  would have been t o  include a combinator ia l  search mechanism 

( e . g .  back t rdck ing)  t o  u n w i n d  the ~ r c b i e m  s o l v e r  back t o  some earlier 

p o l n t  where thn next most g iaustb ie  propass7 could be s e l j c r e d  and 



t r l e d  ou t .  The h l t c h  w i t h  thBs ldea i s  t h a t  t h i s  k l n d  o f  search 

r a p i d l y  leads t o  a  combinatorfa? explosion -- j u s t  what i s  t h l s  'nex t  

most p l a u s i b l e n  proposal? I t  m f d t  be t h a t  the next  most p l a u s i b l e  

proposa l  w i l l  f a i l  i n  p rec i se l y  the  way t h a t  the cu r ren t  one does and 

t h a t  o n l y  t he  one-hundredth m~st p laus ib le  w i l l  succeed. Perhaps t h e  

program should re-eva luate  I t s  p l a u s i b i l i t i e s  on the  b a s i s  o f  t h i s  

f a i l u r e .  That i s ,  the program should be able t o  l ea rn  from i t s  

mistakes, n o t  on l y  so as not  t o  make the same e r r o r  again, b u t  t o  be 

p o s i t i v e l y  guided by ana lys is  o f  t he  s t ruc tu re  o f  t he  mistake. (See 

[Sussman 19721 f o r  a  more complete argument) 

I f  t h i s  conclusion i s  t o  be taken se r i ous l y  i t  becomes 

impor tan t  t o  b e t t e r  understand the nature o f  bugs; t o  c l a s s i f y  and 

name t h e  bugs and r e p a i r  s t ra teg ies .  The idea o f  t h i n k i n g  of  bugs as 

impor tan t  concepts and BUG as a wpowerful idea" may seem s u r p r i s i n g ;  

b u t  we suspect t h a t  i s o l a t i n g  and systemat iz ing them may become as 

impor tan t  i n  t he  study o f  i n t e l l i g e n c e  as c l a s s i f y i n g  i n t e r a c t i o n s  has 

become i n  physics!  

Now l e t ' s  see how HACKER understands the above mentioned bug, 

which has manifested i t s e l f  as a  pro tec t ion  v i o l a t i o n .  What i s  i t s  

u n d e r l y i n g  E? The basic s t ra tegy o f  HACKER i n  debugging a  bug 

m a n i f e s t a t i o n  i s  t o  compare (a  model o f )  the behavior o f  t he  

misbehaving program w i t h  var ious p ro to t yp i ca l  bug pa t te rns .  I f  a  

match i s  found, the  program i s  sa id  t o  be s u f f e r i n g  f rom a bug which 

i s  an instance o f  the  prototype. 

What cons t i t u tes  a  model o f  the behavior o f  the  misbehaving 

program, and how i s  i t  constructed? The d e t a i l s  o f  the  c o n s t r u c t i o n  

o f  a  process model are described elsewhere [Sussman 19731, b u t  he re  i s  

one scheme. At  the t ime o f  the PROTECTION-VIOLATION i n t e r r u p t ,  t h e  

bug c l a s s i f i e r  has access t o  an essen t i a l l y  complete ch rono log i ca l  
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history of the problem-solving process which was Interrupted. ( A  

human debugger often uses a "tracer" to help him construct such a 

history, but special features of CONNIVER [McDermott 19721 provide 

thls and more in CAREFUL mode.; HACKER also has access to a complete 

teleological commentary of h f s  proposed solution and access to 

variable bindings and other relevant data. 

The bug classifier begins by noting two pointers, the current 

control point, and the origin of the protection comment whose scope 

was violated. These pointers are then traced with the help o f  the 

relevant teleological commentary and history as follows: 

Where was I? 

Why? 

Why? 

Why? 

Why? 

Why? 

Why? 

Why? 

Who complained? 

Why? 

Why? 

In 1: (PUTON A TABLE) 

Main Step in 2: (ACHIEVE (ON A T A B L E ) )  

Main Step in 3: (ACHIEVE (NOT (ON A 0 ) ) )  

Main Step Generic in 4: (ACHIEVE (CLEARTOP 8 ) )  

Prerequisite Step for 5: (PUTON B C )  

Main Step i n  6: (ACHIEVE (ON B C ) )  

Main Step in 7: (ACHIEVE (AND (ON A B )  ( O N  B C ) ) )  

8: COMMAND 

9: Protect (TRUE (ON A B)) 

Result of 10: (ACHIEVE (ON A 8 ) )  

Main Step in 7: (ACHIEVE (AND (ON A 6 )  (ON B C ) ) )  

A Main Step is a step i n  a program whose purpose is to achieve 

a result which contributes to the overall goal of the program. Its 

purpose comment states that the result achieved by that step i s  needed 

until the program returns to its caller. A Prereuuisite Sten is one 

whose purpose is to set up for the sxecution of solfie other step. The 

result of this trace can be sbinmarized i n  the following sche!nattc 
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d i a g r a m  o f  t h e  buggy process: 

Each box i n  t h i s  d iagram i s  a  s tack  frame o f  t h e  p rocess .  The 

h o r i z o n t a l  d imension i s  i t s  e x t e n t  i n  t ime ;  t h e  v e r t i c a l  d i m e n s i o n  i s  

t h e  d e p t h  o f  f u n c t i o n a l  a p p l i c a t i o n .  Thus, t h e  b l o c k s  l a b e l e d  7 and 8 

( t h e  AND2 f rame and command l e v e l  frame r e s p e c t i v e l y )  e x i s t  f r o m  t h e  

t i m e  t h e  command i s  t yped  unt i l  i t  r e t u r n s .  Frame number 10 i s  t h e  

f rame o f  l i n e  L3:(ACHIEVE (ON A  0 ) )  and frame number 6 i s  t h e  f rame o f  

l i n e  L4:(ACHIEVE (ON 0 C ) ) .  Frame number 9 i s  s p e c i a l  -- i t  i s  t h e  

p r o t e c t i o n  daemon on t h e  r e s u l t  o f  L3. I t  p o i n t s  a t  t h e  accused 

v i o l a t o r .  The h o r i z o n t a l  arrows i n d i c a t e  t h e  scopes o f  t h e  p u r p o s e s  

o f  t h e  s t e p s .  Arrows which te rm ina te  on boxes a r e  p r e r e q u i s i t e  s t e p  

scopes.  ( I n  t h i s  t r a c e  t h e r e  i s  o n l y  one p r e r e q u i s i t e  scope, f r o m  4 

t o  5 . )  O t h e r  a r rows  a r e  maln s tep  scopes. 



This structure matches a particular prototype bug called 

PREREQUISITE-CLOBBERS-BROTHER-GOAL (PCBG): 

By this I mean a bug which is due t o  an interaction between 

t w o  program steps whose purpose scopes terminate at the same time. A 

prerequisite step (or any number of main steps for a prerequisite step 

- -  the matcher can compress main step scopes but prerequisite step 
scopes must be explicitly represented -- [Sussman 19731) for a main 
step in the code for step 2 clobbered the result of step I. In t h i s  

case, the process o f  achieving (CLEARTOP B ) ,  a prerequisite o f  (PUTOM 

B C), which is a main step in L4:(ACHIEVE (ON B C)), destroys the 

truth o f  (OM A B), the result of LJ:(ACHIEVE (ON A 0 ) ) .  Since both L3 

and L4 are main steps in AND2 their purpose scopes terminate when AND2 

returns. 

Just how much generality is there in the concept P C B G ?  

Perhaps it is just peculiar to the Blocks World? En fact, PC66 is 3 

very commcn form of non-1inear;ty. 

If, for example, one w a n t s  to paint the cell in^, it i s  

srmultaneously necessary that t h e  paint be on t h e  platfcrn and that 

the painter be on the ladder. The 2lnear s t r a t e g y  ds t a  arhreve each 

subgoal independently. The painter can either first l i f t  the can t o  

t h e  ladder platform, and t h e n  c l l inb tho iao'der, whictt  w o r k s :  o r  h e  can 



f i r s t  c l l m b  the ladder and tAan l i f t  the can, which doesn ' t  work. 

Once he I s  on the  ladder, ka has no access t o  the can on t h e  ground. 

He must f i r s t  come down t o  get  the pa in t  (c lobber ing  the  p r e v i o u s l y  

ach ieved subgoal o f  being on the  ladder). Cl imbing down -- t o  ach ieve 

t h e  p r e r e q u i s t t e  t o  l i f t i n g  t h e  p a i n t  can -- has clobbered t h e  b r o t h e r  

goa l  o f  be ing on the ladder. 

I n  programming, too, one o f ten  runs i n t o  PCBG's. Consider t h e  

prob lem o f  compi l ing  the  LISP expression ( F  3 (G 4 ) ) .  I f  t h e  argument 

pass ing  convent ion i s  t o  load the arguments i n t o  successive argument 

r e g i s t e r s  and then c a l l  the funct ion,  we see t h a t  t he  c a l l  t o  f u n c t i o n  

F r e q u i r e s  t h a t  3 be i n  r e g i s t e r  1 and the r e s u l t  o f  ( G  4 )  be i n  

r e g t s t e r  2. I f  we t r y  the  obvious order -- f i r s t  pu t  3 i n  r e g i s t e r  1, 

t hen  c a l c u l a t e  ( 6  4 )  and put  t t  i n  r e g i s t e r  2 -- we f i n d  t h a t  we must 

l o a d  1 w i t h  4 t o  c a l l  G, thus c lobber ing the bro ther  goal  o f  hav ing  3 

i n  r e g i s t e r  1. 

F i x i n g  t h e  Bug: 

Now t h a t  the bug i s  c l ass i f i ed ,  can we come up w i t h  a  

m o d i f i c a t i o n  t o  the  p lan  (program) which e l iminates  the  bug? The 

o f f e n d i n g  p r e r e q u i s i t e  must, i n  any case, be accomplished b e f o r e  i t s  

t a r g e t  s tep .  I t s  scope must extend u n t i l  t h a t  step. But s i nce  t h e  

f i r s t  and second conjuncts are brothers ( they  are both fo r  t h e  same 

t a r g e t ) ,  t h e i r  scopes must overlap. Thus, s ince the scope o f  t h e  

f i r s t  con junct  and the scope o f  the p re requ i s i t e  o f  a  main s tep  f o r  

t h e  second step are incompatible, the only way  t o  prevent t he  ove r l ap  

i s  t o  move the step f o r  the second conjunct ahead o f  the  s tep  f o r  t h e  

f i r s t .  We must cssign an order t o  the plan. Thus, the  patcher  

changes the  p lan  as fo l lows:  



(TO AND2 (ACHIEVE (AND (OW A B) (ON B C)) )  
L4: (ACHIEVE (ON 8 C)) 
L3: (ACHIEVE (ON A B ) ) )  

A new comment i s  added t o  HACKER'S notebook summarizing t h i s  o r d e r i n g  

c o n s t r a i n t  (BEFORE L4 L3). The program i s  patched and the  r e s u l t  

works. I n  t h i s  case a  c r i t i c  i s  compiled which summarizes what has 

been learned (How t h i s  happens i s  beyond the scope o f  t h i s  paper -- 
see [Sussman 19731): If f o r  any blocks a, b, and c  we are  p ropos ing  a  

program which has l i n e s  w i t h  the  purposes o f  g e t t i n g  a  on b  and b  on 

c, we must compile t he  l i n e  which puts b on c  before  the  one which 

p u t s  a  on b. Appl ied recurs ive ly ,  t h i s  advice i s  s u f f i c i e n t  t o  ensure 

t h a t  any program which p i l e s  up b r i cks  w i l l  do i t  i n  t he  c o r r e c t  o r d e r  

-- f rom the  bottom-up. 

Other  bugs: 

Of course, no t  every bug i s  a  PCBG -- no t  even every bug which 

man i fes t s  as a  p ro tec t i on  v i o la t i on .  I f ,  f o r  example, we t r y  t o  b u i l d  

an arch -- (ACHIEVE (AND (ON A B) (ON A C)) )  -- w i t h  a  l i n e a r  t h e o r y  

p lan ,  t h e  bug w i l l  mani fest  as a  pro tec t ion  v i o l a t i o n  bu t  no 

in terchange o r  o ther  simple modi f ica t ion  o f  the l i n e a r  theory  p l a n  can 

succeed. Th is  k i nd  o f  bug i s  a  DIRECT-CONFLICT-BROTNERS (DCB) wh ich 

can o n l y  be resolved using more Blocks Uor ld  knowledge. I n  [Sussman 

19731 I c l a s s i f y  th ree other types o f  bugs (bu t  not  DCB). 

Conclusions: 

We can draw the conclusion tha t  t o  be e f f e c t i v e ,  a 

problem-solver need not know the precise way t o  solve each k.ind o f  

problem. Perhaps a  be t te r  strategy i s  t o  attempt t o  break a h a r d  

problem up i n t o  subproblems. Sometimes these subproblems can be 

so lved independently, i n  which case the l i nea r  t f isory p lan  w i l l  work.  
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Sometimes the steps o f  the p lan w i l l  i n t e r a c t  and debugging w i l l  be 

necessary.  And sometimes, because o f  p r i o r  experience, we may know 

t h a t  a p a r t i c u l a r  k l nd  o f  problem may requ i re  a p a r t i c u l a r  k i n d  o f  

n o n l i n e a r  p lan,  such as the  ordered p lan  requ i red f o r  t he  problem 

d iscussed here.  

The appearance o f  a few bugs need not  be seen as evidence of  a 

l i m i t a t i o n  o f  problem so l v l ng  a b i l i t y ,  but  r a the r  as a s tep i n  t h e  

e f f e c t i v e  use o f  a powerful problem so l v i ng  s t ra tegy  -- approx imat ion  

o f  t h e  s o l u t i o n  o f  a problem w i t h  an a lmost - r igh t  p lan. Th i s  s t r a t e g y  

becomes power fu l  i f  the bug m n l f e s t a t i o n  t h a t  r e s u l t s  f rom t h e  

f a i l u r e  o f  such an a lmost - r igh t  p lan can be used t o  focus t h e  

prob lem-so lver  on the  source o f  the d i f f i c u l t y .  A problem-solver 

based on debugging need not  thrash b l i n d l y  f o r  an a l t e r n a t e  p l a n  b u t  

can be l e d  by t he  ana lys is  o f  the f a i l u r e  -- prov ided t h a t  adequate 

bug c l a s s i f y i n g  and r e p a i r i n g  knowledge i s  ava i l ab le .  

Thus, I be l i eve  t h a t  e f f e c t i v e  problem so l v i ng  depends as much 

on how w e l l  one understands one's e r ro rs  as on how c a r e f u l l y  and 

knowledgably one makes one's i n i t i a l  choices a t  dec is ion  p o i n t s .  The 

key t o  understanding one's e r ro rs  i s  i n  understanding how one ' s  

i n t e n t i o n s  and purposes r e l a t e  t o  h i s  plans and ac t i ons .  Th i s  

i n d i c a t e s  t h a t  an important p a r t  o f  the knowledge o f  a prob lem-so lver  

i s  i n  t e l e o l o g i c a l  commentary about how the subparts o f  t he  

performance knowledge r e l a t e  t o  each other so as t o  achieve the  

o v e r a l l  goa ls  o f  the  system. I t  a lso  ind ica tes  t he  need f o r  knowledge 

about how t o  t r ace  out bugs and about the k lnds o f  bugs t h a t  might  be 

met i n  app l y i ng  a given k ind  o f  p laus ib le  p lan.  
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CONPUTER PERCEPTION OF CURVED OBJECTS 

Kenneth J. Turner 

ABSTRACT 

Image-processing t e ~ b i q u e s  are described which reduce 
TV pictures of curved objects to a line-drawing repre- 
sentation. Detail. are given of an application of the 
hierarchical synthesis tschnique to flexible and imperfection- 
tolerant recognition using such representations. Extensions 
of Waltz's methods are outlined whlch permit the analysis 
of real scenes of curved objects. 

DESCRIPTIVE TERMS 

curved objects, curved surfaces, curve-fitting, 
hierarchical synthesis, image-processing, object recognition, 
scene analysis, segmentation. 

INTRODUCTION 

This paper is intended to acquaint the reader with the 
main results of my thesis (Turner, 1974) ,  but it can do 
little more than whet his appetite. The aims of this 
research were twofold : first, to evolve techniques for the 
perception of curved objects; and second, to experiment- 
ally demonstrate the validity and utility of these, both 
individually and as part of a complex system. The types of 
object that have been studied are those with curved surfaces 
which form *ell-defined intersections (e.g. mugs, cones, 
and toruses). However, the methods developed for these 
have been shown to be applicable to other classes of objects 
(e.g. polyhedra). 

Programs have been written which : (a) process TV 
images of curved objects to line-drawing form; (b) identify 
objects from such descriptions, despite imperfections; 
end (c) analyse hand-generated line-drawings depicting 
scenes of curved objects. By modifying the scene-analysis 
program to be tolerant to nome extent of defects in the 
picture, it has been possible to integrate a subset of 
these capabilities in a complete system for analysing 
simple scenes of curved and polyhedral objects. The 
following sections describe some of the techniques used by 
the system. 

IMAGE-PROCESSING 

Since the image-processing routines are used in a 
top-dobn, hypothesis-generation fashion, simplicity and 
cheapness here the design aims. Edge-detection is by a 
simple gradient operator whose output is thresholded to 
obtain spurs, hhich are elementarv houndary steps. 
Intensity discontinuities are tracked by a myopic "bug" 
rhich is directed by the pattern of spurs present in a 5 x 3 
hindow through which it views the picture. Boundaries are 
chain-coded to form data-structures called curves. Inter- 
sections of curves with themselves or with others are 
detected by the use of a curve membership array, which 
contains a pointer to a curve for each of its points. 



Curves ere first of all segaented at  intersection^, 
that is, at junctions. Further segmentation is carried out 
by a process which approximates a curve by a sequence of 
straight and circular arcs. An arbitrary plane curve may 
be repreaented using Y (the angle it8 tangent at some point 
makes with a fixed direction, e.g. the x-axis) and 8 (the 
arc length measured from a fixed point o n  the curve). 
The usef~llness of the transformation from x-y coordinates 
t o y - s  coordinates la that a curve which consists solely 
of straight or circular segments is mapped onto a v - s  curve 
comprising only straight sections. 

The segmentation problem is thus reduced to one of 
finding straight lines. A recursive fitting procedure is 
employed which is similar to that used by other workers 
(e.g. Horn, 1 9 7 1 ) .  The point of maximum deviation from a 
base-line joining the endpoints of t h e y - s  curve is found; 
segmentation takes place at this point if the deviation is 
above a threshold. The line-fitter then calls itself 
recursively to deal with the two new segments, a special 
check being made for a segment which is nearly parallel to 
a base-line. 

The preliminary segmentation into straight and circular 
arcs is refined by fitting conic sections; this may suggest 
re-merging segments or breaking them up still further. 
Segment breakpoints are adjusted so as to optimise the fit 
of curves. The algorithm given by Rosenbrock ( 1 9 6 0 )  is 
used to fit conic sections by minimising 9 n  error term of 
the form 

E{g(xiLyi)//grad(g(xi,yi) )I]' 
where g = axz+b&+cy"+dx+ey+f. This was found to overcorne 
the problem reported by Agin ( 1 9 7 2 )  of fitting exceasively flattened 
curves when using as the error term 

Junctions are derived on the basis of segment endpoint 
proximity using a segment membership array similar to that 
maintained for curves. A topological description of the 
picture is huilt up in terms of junctions, lines, and areas. 
A typical picture analysis at this stage is shown in fig. 1 .  
Line parameters are adjusted so that lines pass exactly 
through junctions. Classification of junctions into types 
is made on the basis of three features invariant under 
moderate changes in viewpoint : (a) the number of lines; 
( b )  the relative size of the junction's largest angle, with 
respect to 1 8 0 ~ ;  and ( c )  the sizes of the sets of contin- 
uous lines*. These features are used to determine the 
of a junction; the relative sizes of the angles and the 
relative curvaturesof the lines are used to distinguish a 
number 01 variants of each type. Junction classification 
completes the work of the image-processing routines. 

- 
* Two l ~ n e s  are sald to be continuous if the angle 
betkeen them is l &oO .  Every line In a continuous set 1s 
continuous with at least one other. 



OBJECT KCCUGNXflON 

Recognition is nchfcved using the technique of hier- 
archical synthesis (Barraw, Ambler, and Burstall, 19721. 
The idea is that aonapler objects should be described in 
terms of simpler ones and their relationships, ell objectm 
ultimately being defined i n  terms of a set of primitives 
(e.g. segments or regions). 

The heart of the syethesiser is a job scheduler which 
processes a queue of jobs on a priarity basis. Each job 
has a number of associated parameters which include : a n  
interest-value (used to order the queue); a state component 
(used to indicate whether the job has been run, is waiting 
to be run, etc. 1 ;  a list of pre-jobs (on which the job 
depends); a list of p o s t - ~ o b s  (which depend on the job); 
a function to be run (the job itself); and the results of 
the job (generated by its function). As jobs are processed, 
their results are used to dynamically update the interest- 
values of others on the queue. Other similar interactions 
between jobs form part of a promotion scheme which ensures 
that the most promising jobs are run first. 

For recognition purposes a job is allocated to each 
object in the hierarchy, sub-objects corresponding t o  
pre-jobs. The job function for a n  object takes an n-tuple 
of instances of sub-objects and checks their relationships; 
if the n-tuple meets the specification of the object it is 
added to the job results list. The hierarchy may be run 
bottom-up (building all possible descriptions from the 
primitives) or top-down (looking only for instances of 
certain objects); a combined top-down/bottom-up mode is 
also possible. Pig. 2 illustrates a typical hierarchical 
decomposition of a n  object. 

Object specifications are deliberately made tolerant 
so as to cope with imperfections in the picture. Each test 
of a property or relation in the specification is associated 
with a confidence-value in the range 0 to 1. These confid- 
ence values are combined in a weighted linear polynomial 
which is thresholded to obtain a decision. This scheme 
has the advantage of being able to handle in a uniform 
manner imperfections due t o  noise and occlusion; if part 
of an object is missing, it merely makes no contribution 
to the decision polynomial. 

A direct comparison was made between the performance 
of the synthesiser and the object recogniser of Barrow and 
Popplestone (1971), the only other program which carries 
out a similar task. Both programs were run on the same set 
of test pictures - 5 examples of each of an object set 
comprising : ball, cup, cylinder, doughnut, hammer, mug, 
pencil, spectacles, tube, and hedge. Rarro* and Popplestone's 
program made a correct identification in 95% of cases in an 
average time of 270 secs. ( 1 3 7  secs. for region-finding, 
1 3 5  secs. for description and matching). The hierarchical 
synthesiser also achieved a recognition success rate of 95%,  
but in an average time of only 55.4 secs. ( 4 8  secs. for 
line-tinding, 7.4 secs. for description and matching). 
It i s  noteworthy that the speed-up of description and matching 
b y  a factor of 18 waa ohtained without loss of reliability; 



K. J .  Turner 

the effective speed difference is even greater because the 
synthesiser had to match descriptions containing almost 
four times as many picture elements. The flexibility and 
imperfection-tolerance of the synthesiaer also enables it 
t o  cope with situations which Barrow and Popplestone's 
program cannot properly handle, for example, when there are 
several occluding objects. 

SCENE ANALYSIS 

The ideas developed by Waltz (1972)  for analysing 
shadowed polyhedral scenes are of wider applicability. 
Waltz's principles have been generalfaed and extended to 
the analysis of scenes of curved objects. Because general 
curved objects are too unconstrained to be tractable, 
certain restrictions were imposed, the most important of 
these being to disallow surface splines. All the points 
o n  the visible portion of a surface must therefore be of 
the same type : parabolic (e.g. planes, cones, cylinders), 
elliptic (e.g. spheres), or hyperbolic (e.g. saddles). 

The mechanism for generating curved object junction 
labels is based on the observation that two planes may 
approximate a curved surface in the vicinity of a corner. 
A corner composed of both plane and curved surfaces may 
therefore be approximated by a purely polyhedral one. 
Note that a convex (concave) surface will give rise to a 
convex (concave) edge, and that the convexity or concavity 
of the other edges will be preserved. This process may be 
applied in reverse, a polyhedral corner being regarded as 
generating one with curved surfaces. The fact that convexity 
and concavity are preserved means that the labels of the non- 
planar corner can be easily derived from those of the planar 
one. T o  determine the labels for a certain class of curved 
objects, the procedure is therefore to obtain the labels 
for the appropriate degree of polyhedral corner and apply 
the transformation. 

Junction labels must be generated for the cases of : 
corners, Tees, shadowed corners, shadowed Tees, shadows 
cast on surfaces, and shadows cast across edges. Junction 
labels have been derived for certain interactions betheen 
planar, conical, cylindrical, and elliptical surfaces; 
hyperbolic surfaces, being of less interest, have not been 
considered. Fig. 3 shows some typical labellings. 

The illumination over a curved surface may vary from . 
directly-illuminated to self-shadowed. It is also possible 
for a shadow cast across a convex surface to simply ceter 
out. It is therefore necessary to essociate illumination 
information not with the areas of the picture but with the 
lines, i n  the neighbourhood of junctions. This does not 
eliminate  he problem, however, for the nature of the 
illumination may be different at opposite ends of a line. 
A related difficulty is that the type of an edge may also 
vary from one end to another. The solution ariopted w a s  to 
relax the consistency requirement that the i~lrrprrtetion 
of a line must be the same at all point* a long  ~ t .  Tnatesd, 
transition rules are uaed which specify how iIfti@ination 
and edge labels may trarrsform into rnch other e 1 c r t p  t h e  



lenc&R of an edge. The ~8gs-typs tran@k$Pen rulca are 
obtained as a by-produet eS the procedure for producing 
junction labels. Fig. 4 indicates bren~itions of this 
sort and the rules which deal with them. 

Fig. 5 is typical of the kfnds of line-drawing that 
can he analgreed by tllese methods, Allowing for differences 
in implementation, the pregram takas roughly four times 
longer to analyse a scene of curved objects thah Waltz's 
program does to analyse a polyhedral scene with a comparable 
number of junctions. This speed difference stems from the 
increased size of the label. data-base (about 40% of the 
junctions in fig. 5 have over 3000 independent labellings), 
the greater complexity of the consistency rules, and the 
diminished value of illuuiination information. It was 
found that illumination labels do not bind the interpret- 
ations of separated parts of the picture as strongly as in 
the polyhedral case. Indeed, it was discovered that 
ignoring illumination information entirely does not give 
rise to much ambiguity with curved objects : consistency 
of surf~ce type is the main cohesive force. A relaxation 
of the "no splines" rule hould therefore probably degrade 
performance considerably. 

By formulating Ualtz-like analysis in clique-finding 
terms, it has been possible to use the same program to 
interpret real data despite imperfections, the aim being 
to find the largest consistent subgraphs cf the picture. 
This has made it possible to integrate Waltz-like methods 
into a complete system for understanding real scenes with 
shadows,containing both curved and polyhedral objects. 
Because of computational limitations and the difficulty of 
obtaining effective feedback, only simple scenes of a few 
objects have so far been analysed. The same principles, 
however, ought to be extendable to the analysis of scenes 
like fig. 5 in actuality. 
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Fig. 1 : A typical segmented picture 

SEGMENT 

Fig. 2 : A hierarchical representation of a cup 
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KEY : - 
t planar surface 

/ convex/concave conical or cylindrical surface 

c)+/+ convex/concave elliptical surf ace 

Fig. 3 : Some representative labellings 

/ 
rule: +)+ 

Fig. 4 : Some edge- and illumination-type transition rules 



F i g .  5 : T y p i c a l  l i n e - d r a w i n g  analysed by t h e  program 



Dr. Sylvia Weir, Bionics Research Laboratory, School of Artificial 
Intelligence, University of Edinburgh. 

Recent scene analysis work in Artificial Intelligence assigns a 
central role to the suppart relation in making sense of static scenes. 
We expect pictorial evidence that the laws of gravity are being satisfied. 
Looking for 'pictorial' evidence for dynamic laws of moving objects might 
be a way of extending the insights gained in scene analysis to the area 
of motion perception. We choose to look at a very simple action, namely 
that of one thing hitting another and setting it in motion, and use the 
very well documented account of the classical researches by Nichotte and 
his colleagues at Louvain University over the past 40 years or so into 
the perception of causality (1963) as a basis for a proposed computer 
model of action perception. 

1.0 In the Michotte experiments, the action is presented to the subject 
in the form of coloured 2-D objects moving across a screen. Michotte 
uses the verbal responses of his subjects to this (and to a wide variety 
of other actions) to investigate the principles of structural organisation 
which govern the perception of kinematic forms, in much the same way as 
other members of the Gestalt school have studied the perception of static 
forms. For him the 'causal impression' is 

"... directly experienced (his italics). There is no 
question of an interpretation nor of a 'significance' 
superimposed on the impression of movement". (p21) 

It seems fruitful to relate his experimental findings and structural 
analyses to the constructivist scheme underlying contemporary scene 
analysis work in the Artificial Intelligence field. Clowes (1973) gives 
an exposition of this approach, using Roberts' (1965) work on machine 
perception of three dimensional solids as a computational elaboration of 
the ideas of Bartlett (1932). 

"For all scenes but especially those involving inter-object 
occlusions the completion of segmentation in Roberts' program 
is literally based on "a constructive process" in which the 
3-D geometry of the model is related to the (incomplete) 2-D 
geometry of the stimulus pattern by ... (the) theory of the 
picture-taking process. The constructive process is of course 
the generation of a predicted picture of the selected model, 
given the point-to-point pairing of picture cue e.g. convex 
quadrilateral with model property e.g. rectangular face. The 
picture segment is only accepted if the predictions derived 
from the nodel - specifically the picture locations of other 
vertices of the selected model - are confirmed." 
We seek to extend the range of stimulus clues -sed in static scenes 

to include movement patterns, and attention directxng instructions of the 
experimenter, and so widen the class of possible nodels [candidate 
schemata) used to generate hypotheses abo~t +,at is going on. 

2.0 Description of the Experiments 

Michotte uses a remarkably ingenious method of presenting a wide 
variety of kinetic combinations by rotating a disc bearing appropriately 
positioned painted coloured stripes, behind a Rcreen which has a/ 
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/a hor i zon ta l  s l i t  i n  i t  ( f i g .  2). He descr ibes  102 e x p e r l e n t s .  
Inpressed by t h e  cap leap i ty  of the underlying ideas ,  we r e s t r i c t  our 
a t t e n t i o n  t o  the  few described below, and two more described i n  3.8. 

FIG. I .  Combination of discs for use in experiments on launching. Scale I : 10. 

Experiment 1 

Using t h i s  apparatus,  he achieved "a uniform white background on 
which s t and  ou t  two squares of s i d e  5m. One, a red square,  i s  i n  the  
cen t r e  of t he  s l i t ;  t he  o ther ,  a black square,  i s  40mm. t o  the l e f t  of 
the  f i r s t .  We s h a l l  c a l l  t he  b lack square 'objec t  A ' ,  and the  red 
square 'objec t  B'. The sub jec t  f i x a t e s  ob jec t  B. A t  a given moment 
ob jec t  A s e t s  of f  and moves towards B a t  a speed of about 30cm. per s4c.  
It s tops  a t  t he  moment when i t  comes i n t o  contac t  with B, while t he  
l a t t e r  then s t a r t s  and moves away from A, e i t h e r  a t  t he  same speed o r ,  
preferably;  a t  an appreciably lower one, e.g. 6 o r  10cm. per sec .  h e n  
it s tops ,  a f t e r  covering a d i s t ance  of 2cm. o r  more, according t o  the  
speed adopted. The r e s u l t  of t h i s  experiment is pe r f ec t ly  c l e a r ;  the  
observers s ee  ob jec t  A bump i n t o  ob jec t  B,  and send it off  (or  'launch' 
i t ) ,  shove it forward, s e t  i n  motion, g ive  i t  a push. The impression i s  
c l e a r ;  i t  i s  the  blow given by A which makes B go, which produces B's 
movement ." 
Experiment 2(Michot teVs experiment 7 )  

An e n t i r e l y  d i f f e r e n t  response i s  e l i c i t e d  by changing only one 
condi t ion  i n  experiment 1. The subjec t  i s  asked t o  f i x a t e  a point  7cms. 
above or below the  point  of impact so t ha t  he i s  looking a t  the  point  of 
impact i n d i r e c t l y .  In  these  conditions what the subjec t  sees  i s  "a 
s ing le  ob jec t  A ,  t r a v e l l i n g  the  whole length  of the  s l i t  i n  a continuous 
movement, and on i t s  way passing over another objec t  which i s  s t a t i ona ry  
a t  the  cent re" .  This e f f e c t  i s  present whether or not the  observer 
no t i ce s  the  colour change. Sometimes the  s t a t i ona ry  objec t  i s  described 
a s  having A's colour throughout. Michotte gives no name t o  t h i s  e f f e c t .  
lie c a l l  it the  pass ing response. 

Experiment 3 (Michotte's experiment 29) 

I f  a delay of more than 1 /5  sec .  i s  introduced between the  a r r i v a l  
of A and the  depar ture  of B, an impression of successive independent 
movements i s  given. 
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Experiment 4 ( M i c b t t e ' s  experiment 40) 

This i s  the  same a s  experiment 1 except t h a t  ob j ec t  A m v e s  a t  one 
of t he  following speeds:- 29, 25, 22, 18, 15cm, per sec. ,  while B moves 
a t  a speed of 40cm. per sec.  

As long a s  the  r a t i o  of A's speed t o  B's remained l e s s  than 1:1.8 
the urtual launching e f f e c t  was seen. when the  speed of B becomes 
not iceably  g rea t e r  than t h a t  of A (an A:B r a t i o  of 2:2.7), a 
e f f e c t  was repor ted  by experienced observers.  

"it i s  as i f  A's approach f r ightened B, and B r an  away" 
"it i s  a s  i f  A touched o f f  a mechanism i n  B and s e t  it going". 

3.0 Modelling a Michotte experiment 

A program i s  cu r r en t ly  being implemented i n  which a model of t he  
world i s  represented by s e t s  of items and methods i n  a vers ion of the  
CONNIVER p r o g r a d n g  language (McDernmtt b Sussman, 1972) implemented in  
POP-2 by Steve Hardy (1974). Input t o  the  program i s  i n  the  form of 
desc r ip t ions  such a s  might be produced by a coloured l i n e  drawing analyser .  
For example, the  s t a r t i n g  s i t ua t ion :  

"a red  square i s  seen a t  the cen t r e  of the  s l i t "  

g ives  r i s e  t o  an input  desc r ip t ion  of t he  form 
r A t  B midscreenl C [centpos i t ion  C6 1 3  3 [shape square] [colour red11 

i . e .  an i tem with an  associa ted  property l i s t ,  which i s  added t o  the  data  
base. 

3.1 Experimental i n s t r u c t i o n s  a r e  input d i r e c t l y .  For example, i n  
experiment 1 

[ f i x a t e  midscreenl. 
This i s  more than an in s t ruc t ion  about where t o  look. Experimenters, 
unl ike  i l l u s i o n i s t s ,  a r e  i n t e r e s t ed  i n  d i r ec t ing  a t t e n t i o n  t o  where things 
w i l l  happen. Accordingly we would l i k e  t h i s  i n s t ruc t ion  t o  genera te  the 
expecta t ion  of an event.  We use an if-added method t r iggered by the 
p a t t e r n  

[ f i x a t e  *place1 (va r i ab l e  names a r e  proceeded by *) 
so t h a t  adding an item containing such a pa t t e rn  to  the  d a t a  base 
genera tes  

[willhappen *event midscreenl 
and s e t s  up a process which looks f o r  pa r t i c ipan t s  of the  expected event,  
and evidence f o r  t h e i r  pa r t i c ipan t  s t a t u s  e.g.  active-agent s t a t u s ,  
passive-object  s t a t u s .  In s t an t i a t i on  of the event w i l l  depend on the 
k i n e t i c  pa t t e rn  being b u i l t  up. 

3.2 To provide a way of generating desc r ip t iocs  of the movements taking 
p lace ,  we represent  the process continurn a s  successive time s l i c e s ,  or 
conceptual snapshots,  depicted as  a frame sequence r a the r  l i k e  a s t r i p  
cartoon ( f i g .  2 ) .  I t  i s  a s  though the observer takes successive 

samplings of the  movement processes and forms desc r ip t ions  of each, so 
t h a t  the  d i f ference-descr ip t ions  between 2 successive f ranes  express the 
changes which have occurred during a pa r t i cu l a r  t i ~ e - i n t e r v a l .  Such 
d i f f e r enc ing  i s  a pervasive p5enoaenor. o c c ~ r r i n g  i n  nacy schemes of 
analyses from, f o r  example, the low-level ' r e t i n a i '  d i f ferencing of 
Lamontagne (1974) to  the high ievel  d i f ference-cescr ip t ions  used by Evans 
i n  h i s  ANALOGY pragram (1965) and by Wixseon's program f o r  LEARNING 
STRuCTLP.Al DESCRIPTIONS (1964). 
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Fig.  2 

There w i l l  i n  general  be m r e  than one way of pa i r ing  p i c tu re  regions 
i n  successive frames and we need a s e t  of r u l e s  f o r  deciding which of the 
poss ib le  pa i r ings  corresponds to an ENDURING OBJECT I N  MOTION. Evidence 
i s  weighed i n  t he  context of ongoing expecta t ions .  

3.3. To i l l u s t r a t e  t he  s t eps  involved i n  i den t i fy ing  the  moving ob jec t  we 
consider t h e  f i r s t  2 frames i n  f i g .  2. The p a i r  R2.R4 i s  an obvious 
candidate f o r  a match s ince  it gives pe r f ec t  agreerent  on pos i t i on  and 
colour,  while Rl.R3 i s  a b e t t e r  match than Rl.R4. I n  each case ,  the  
presence o r  absence of d i f f e r ences  i s  i n t e rp re t ed  thus:-  

The exact match between R2 and R4, i . e .  no change i n  pos i t i on ,  generates 
IB s t a t i o n a r y  midscreenl 

The mismatch between R1 and R3,  i . e .  the pos i t i on  d i f f e r ence ,  produces 
CA movesl [speed medium3 

3.4 Once a movement has begun, we take a d i f f e r e n t  view of what c o n s t i t u t e s  
an appropr ia te  match. I n  t he  comparison between two successive frames, 
we a r e  now looking f o r  t h a t  region i n  the  second frame which most c lo se ly  
corresponds t o  the predic ted  next pos i t i on  of a region i n  the  f i r s t  frame 
and not  t o  i t s  absolute  pos i t ion .  So now an exact match, f o r  example 
t h a t  between R3 i n  frame 2 and R5 i n  frame 3 ,  generates no s u r p r i s e s ,  
whereas a mismatch a t  t h i s  po in t ,  which would correspond to  a change i n  
ve loc i ty ,  would require  explaining. 

3.5 The next  point  exemplifies a c r u c i a l  f ea tu re  of the model, v i z .  the 
co-existence of severa l  processes,  any one of which i s  ready t o  pounce on 
a new piece of information t o  use f o r  purposes of i t s  own. The 
CONNIVER programming language provides f a c i l i t i e s  fo r  doing j u s t  t h i s .  

We r e c a l l  t h a t  the  f i x a t i o n  in s t ruc t ion  i n  experiment 1 s e t s  up a 
process on the  lookout f o r  pa r t i c ipan t s  i n  some as  ye t  unspecified event 
to  take p lace  a t  the middle of t h e  screen (a conbination of if-needed and 
if-added methods does t h i s  q u i t e  na tu ra l ly ) .  The addi t ion  of ti-e i t e o  

[A movesl 
to  the  database (3.3) ac t iva t e s  t h i s  process.  In the  context of the  
expected event ,  'midscreen' f o m s  the  point  of reference f o r  A's movercent, 
which becomes 

[ A  moves t o  B l  
and A's approach t o  a s t a t i ona ry  objec t  i n  i t s  path and a t  the required 
place i s  se ized upon t o  generate 

[A agentof *event] 
I B  objectof *event1 

250 



Sy1vi.a Weir 

The expected event ncw begins t o  look ve ry  much l i k e  a  poss ib le  co l l i s ion .  
The program rnakes t h i s  assignment 

Ewillhappen c o l l i s i o n  midscreenl 
and s t a r t s  up a  search f o r  evidence of such an  impact i . e .  adds an 
i f  -added method whose p a t t e r n  i s  

[*agent next to  *object3. 
When invoked, t h i s  has a  twofold e f f e c t .  It modifies the  region-pai r ing  
prosess and s e t s  up a  search f o r  consequences of the  impact. (See 3.62) 

Until t h i s  happens, con t ro l  passes back t o  and remains with the  main 
f r a w  conrparison process,  and analyeis  proceeds through the  frame sequence. 

3*6 Do ~ r r i v i n g  a t  frame K (see f i g .  2) ,  the  program takes i n  as  pa r t  of 
tfia Lnput desc r ip t ion  of t h i s  frame, an  i tem which corresponds t o  t he  
i n t e r p r e t a t i o n  of t he  T junction and the  shared l i n e  between R9 and R10 
B,r, the  f a c t  t h a t  R9 and R10 a r e  touching. A t  t h i s  point  t he  d i f ference  
i n  the  context  of expecta t ions  i n  experiments 1 and 2  makes i t s e l f  f e l t .  

3'61 In  ex eriment 2 ,  i n  which a  point  above the screen i s  f i xa t ed ,  the 
a v m t s  be- a r e  i n  the  periphery of t he  f i e l d  of v is ion .  None 
of t he  expectations out l ined i n  3.1 and 3.5 have a r i s en .  The p a i r s  
R4,R9 and R8.Rl0 were the  l a s t  chosen, and the  predic ted  next pos i t i on  
continues t o  serve  a s  the  c r i t e r i o n  f o r  an exact match. R9.Rl2 i s  the 
rjbvious match, leaving R10,RXl a s  the  s t a t i ona ry  objec t .  Inevi tably  
W12.Rl4 and Rll .Rl3 a r e  l inked and so we g e t  the  s i n g l e  moving ob jec t  
which passes over a  s t a t i ona ry  ob jec t  - the p a s s i n g  e f f e c t .  

I n  a  footnote  Michotte r e f e r s  t o  an observation which i s  beau t i fu l ly  
explained by the  above. Some subjec ts ,  he t e l l s  u s ,  who "apparently 
observe i n  a  p a r t i c u l a r l y  ana ly t i ca l  way" see  a  small  r e t r e a t  ( the  pai r ing  
RlO.Rl1) of t he  s t a t i ona ry  ob jec t  a s  the  moving ob jec t  passes over i t .  

3.62 In  con t r a s t ,  i n  experiment 1, A's a r r i v a l  next t o  B s i gna l s  the  
c r u c i a l  point  i n  the  ac t ion  sequence f o r  which our monitor s e t  up i n  3.5 
has been waiting.  It takes con t ro l ,  over-rides t he  predic t ion  concerning 
the next pos i t i on  of A and i n s t r u c t s  the  region-pairing rout ines  t o  t r e a t  
the next frame comparison a s  i t  did t he  f i r s t  two frames i n  the  sequence 
v i z .  t o  allow the  smal les t  absolute  change i n  pos i t i on  t o  win. 
Accordingly R9:Rll and R10.Rl2 a r e  paired and both ob jec t s  a r e  s t a t i ona ry .  

Now the  desc r ip t ion  of frame (K + 1)  i s  entered and again the next-to 
method i s  t r iggered.  This a f f e c t s  the region-pairing process i n  the same 
way and produces the  pai r ings  Rll.Rl3 and R12.Rl4, which y i e ld  

[A  s t a t i ona ry ]  
[B moves] [speed slow]. 

B's movement i s  recognised as  the  sought-after consequence of the  impact. 
Consequences a r e  items of the  form 

[consequence *event ' event l i s t ]  
Ic t h i s  case  t h e  appropr ia te  i n s t a n t i a t i o n  i s  

[consequence c o l l i s i o n l l B  movesl!i. 
A l i m i t  i s  s e t  to  the  number of t i ne s  t h i s  r.onitor can Pe c ~ l l e d  i n  the 
saoe c o l l i s i o n  sequence. Then t h i s  l i m i t  i s  r e a c h ~ d ,  or before i f  a 
consequence-item i s  a s se r t ed ,  the m n i t o r  k i l l s  i t s e l f .  T h i s  su i c ide  
embodies the  experimental f a c t  t h a t  a  deiay i n  3 ' s  no imen t  prevents i t s  
l inkage v i t h  A ' s  movement. This i s  the  situation in  z e e r i m e n t  3 .  
Pina l ly  h-e no t i ce  t h a t  the onset  of B's srovemerrt automaticzLhy r e s e t s  the 
region-pairing rout ine  t o  use the predicted next pos ie lcn  fo r  i t s  neares t  
region coaparison as  described i n  ? . 6 ,  Frame cozpzrison .or; proceeds 
uneventfully u n t i l  the end of the seqcence, 
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Notice t h a t  the  a n a l y s i s  a t l i n e d  f o r  experiment 1 goes through f o r  
experiment 4 too - t he  d i f f e r a c e  between the  impressions i n  these  two 
experiments 2s discussed next.  

3.7 A t  t he  end of t he  f r a m  sequence ana lys i s ,  t he  database  conta ins  a 
s e r i e s  of item tagged by the  frame number i n  which they occurred, which 
together form a desc r ip t ion  of t h e  movements which have taken place.  
Now t h e  episode-interpreter takes  over.  This c o n s i s t s  of a s e t  of 
methods incorpora t ing  knowledse about "pushing" and "triggering",  e.g. 
cons t r a in t s  on the  r e l a t i v e  s w d s  of the  pa r t i c ipan t s  which a l low the  
i n t e r p r e t a t i o n  "pushing". A Wcho t t e  footnote  ( ~ 1 1 2 ) ~  informative a s  
ever,  r e f e r s  t o  "a cur ious  ( s i c ? )  agreement between the  opera t ion  of the  
laws of perception and t h e  l a w  governing the  physical  world". The 
c r u c i a l  f e a t u r e  g iv ing r i s e  t o  t h e  t r i gge r ing  e f f e c t  of experiment 4,  isr 
the  speed of B's withdrawal a f t e r  impact, which i s  s u f f i e n t l y  g rea t e r  
than t h a t  of A's approach t o  evoke a d i f f e r e n t  explanation.  Newcomers 
t o  t h e  experiments w i l l  see  "launching" a s  long a s  B's speed i s  l e s s  than 
5 times t h a t  of A; but  i n  the  ca se  of experienced sub jec t sa the  
impression of "launching" c h a q e s  t o  "tr iggering" i f  B moves more than 
twice a s  f a s t  a s  A. 

Michotte descr ibes  a v a r i e t y  of t r i gge r ing  e f f e c t s .  Some observer8 
pos tu l a t e  t h e  t h e  exis tence  of a mechanism i n  B which i s  s e t  of f  by Ass 
a r r i v a l ;  o the r s  eeee" a predator-prey r e l a t i onsh ip  between the  
pa r t i c ipan t s  wi th  B f l e e i n g  f r m  A.  We have decided not t o  d i s t i ngu i sh  
subcategories of t r i gge r ing  i n  t h e  current  model. 

3.8 Two f u r t h e r  experiments a r e  c i t e d  b r i e f l y  t o  demonstrate the  way the  
dynamic s t r u c t u r i n g  of t he  movement pa t t e rn  i s  s e n s i t i v e  t o  emerging 
synmetries,  and t o  emphasise the important of observat ional  a t t i t u d e s .  

We use a graphica l  regpeeentation of the  events t o  br ing  out  the  
resemblance between f ind ing  the  s t r u c t u r e  of a movement pa t t e rn  and 
ass igning r e l a t i o n a l  bindings t o  the  l i n e s  i n  a l i n e  drawing. 

Fig.  3 (a) shows Experiment 1. Linking Al.B2 and Bl.A2 gives the  
passing e f f e c t .  

(b) shows Hichot te ' s  experiment 24. 
(c) shows Michotte 's  experiment 21. 

3.81 In  3(b) a t h i rd  objec t  has been added; t h i s  s t a r t s  from a point  
t he  same d i s t ance  t o  the  r i g h t  of B a s  A i s  t o  i t s  l e f t ,  and moves 
towards B a t  the  same speed as  A does. On reaching B ,  i t  disappears 
momentarily, then reappears on the  o ther  s ide  of A and continues i t s  
journey u n t i l  it reaches the  p lace  where A began. Three i n t e r p r e t a t i o n s  
a r e  of fered .  

( i )  1 
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( i )  2 ob jec t s  (Al.C2 and Gl.B2) a r e  seen to  perform "a to-and-fro 
mvement i n  r e l a t i o n  t o  an ob jec t  (81.A2) i n  the  cen t r e  of t h e i r  
path". 

The l a t t e r  i s  seen t o  chaftge colour and move s l i g h t l y .  
( i i )  2 ob jec t s  (Al.82 and 61.62) "go towards each o ther  and c ros s  a t  

the  point  where a t h i r d  (81.A2) i s  t o  be found i n  the  cen t r e  of 
t h e i r  path". 

( i i i )  2 objec ts  " ro t a t e  i n  t he  3rd dimension around a permanent cen t r a l  
object". 

The s y m e t r y  of t he  impending c o l l i s i o n s  so r a d i c a l l y  a f f e c t s  the  analys is  
t h a t  t he  same ob jec t s  "contlnae moving" throughout, and t h e i r  movement 
does not a f f e c t  the "s ta t ionary"  objec t .  i . e .  the  consequence of the 
"col l i s ion"  i s  simply the  next p a r t  of the  sgen t ' s  movement - the fiassive 
ob jec t  i s  unaffected and no causa l i t y  i s  imputed. 

3.82 I n  3(c) an o s c i l l a t o r y  movement of B precedes 'smovement, and i s  
timed so t h a t  B reaches t he  cen t r e  of t he  screen j u s t  a s  A does, and then 
B makes i t s  l a s t  journey t o  the  r i g h t .  I n  t h i s  experiment the  
o s c i l l a t i n g  objec t  ( the  zig-zag pa t t e rn )  becomes the  th ing which A 
approaches-and comes t o  r e s t  beside.  No dynamic e f f e c t  i s  c rea ted  unless 
the sub jec t  i s  asked t o  concentrate very hard on the  point  of impact. 
I n  t h i s  case  t he  l a s t  l e g  of E's journey i s  not  l inked t o  the sequence 
Bl.B2.B3.B4. Ins tead,  t h i s  o s c i l l a t i o n  i s  seen a s  a preliminary t o  the 
standard launching of B by A. 

4.0 Discussion 

Michotte argues t h a t  the  causal  impression of launching depends 
c r u c i a l l y  on e s t ab l i sh ing  t h a t  the  e n t i r e  movement "belongs" t o  A even 
though, a f t e r  the  impact, i t  i s  B which i s  d isplaced i n  space. The 
movement i s  seen t o  belong t o  A because A has been es tabl ished a s  the  
dominant ob jec t ,  s i nce  i t  s t a r t s  moving f i r s t  and moves f a s t e r  than B.  
The not ion  of a movement belonging t o  an ob jec t  even a f t e r  t h a t  objec t  
has stopped moving seems a s t range one, e spec i a l ly  i f  we a r e  t o  take 
t h i s  a s  l i t e r a l l y  a s  Michotte wishes us  t o .  

"This kind of response of course i s  nothing but  a l i t e r a l  
t r a n s l a t i o n  or accura te  r epo r t  of the  r e t i n a l  s t imula t ion  
such a s  could be achieved by an e l e c t r i c a l  recording device", 

I n  f a c t ,  A doesn ' t  always s t a r t  moving f i r s t .  The launching quoted i n  
3.82 (Michotte 's  experiment 21)  occurs i n  s p i t e  of the f a c t  t ha t  B moves 
f i r s t - o n e  needs only provide the co r r ec t  viewing condi t ions .  This 
passion t o  exclude a11 p o s s i b i l i t y  of i n t e r p r e t a t i o n  in  t e n s  of 
scheoata,  which Xichotte shares  w i th  o ther  e x p e r b e n t a l  psychologists,  
notably J. J .  Gibson, seems t o  r e s t  on some f e e l i n g  t h a t  aLioving 
i n t e r p r e t a t i o n  t o  creep i n  i s  socegow equivalent t o  saying tha t  the 
phenoloenon hasn ' t  r e a l l y  been p.1rceived - someone only though t  t h e y  sax 
it: 

The not ion  of "belonging t o "  s e e m  t o  be erieictljt a m t t e r  of 
i n t e r p r e t a t i o n .  As must be apparent,  we regard :.lichaeta9s pa t t e rns  of 
moving squares a s  having the same correspondence t o  a c t u a l  moving objec ts  
i n  the  r e a l  world a s ,  say, junctions i n  a 2-D d i - w i n g  have to the corners 
af planar s ~ l i d s  i . e .  a Pfichaete experiment fs a kind of k i n e t i c  diagram, 
and one i s  c~ncinually impressed by  t h e  s c ' l l i~ ! .~~Iy  W B ) ~  i n  ki?:ic? h a s  i' 
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/has explored a whole raqe of ~ u c h  diagrms. 

The crucial role of contmt in assigniag s awning to a picture 
fragment has its eEact counterpart in the care of a kinetic fragment. 

Without lines 
and the face to the saw cube 
as F3 does. nd L4 are added, 
we have to acc 
see il ae belonging to the same cube as 
L2 a d  F2. 

. , 
Just in the same way in the oscillating experiment (fig. 3c and 3.82) we 
saw B5 change allegiance, this time as a result of a change in fixation- 
attention. 

The idea of a context of expected events as elaborated in this report 
corresponds to the notion of a scenario or structured script used by 
people working in language understanding and belief systems (Winograd 
(1973); McDermott (1973); Abelson (1973) rt & Norman (1973)). 
Particular events are to be understood as to wholes of 
identifiable types in terms of which expec new events will arise. 

Consider the interpretation of a kinetic diagram which is seen as a 
launching. In the static scene case quoted from Clowes in section 1.0, 
we noted that the mismatch between the 2-D picture fragment and the 3-D 
model fragment is interpreted in a series of well understood systematic 
inferences based on knowledge about the picture taking process. Khat 
could provide a more appropriate stimulus cue to invoke a 3-D model of a 
block than the squares used in these experiments? And what could be 
more likely than one "block" colliding with another to invoke the concept 
of mechanical causality? It is extremely easy to 8BE the square as a 
block. However when the square is to be SEEN-AS some animate object 
being frightened away, the metaphor reaches awareness and is expressed 
overtly 

"it is AS A's approach frightened B, and B ran away". 

How much would one need to add to the diagram in order to 
experience a "direct" triggering ippression? What hints could one 
include in the experimental instruction to facilitate the seeing-as 
process e.g. "I am going to show you a cartoon strip".? How can one 
separate out the attention-directing element from fixation instructions? 
(Piaget (1961) summarises many years of work in this area). 

Finally how much can these socalled "direct" responses (products of 
unconscious inference) be manipulated by conscious control. For 
example, in the series of experiments under review nost subjects claim 
that even when they are aware of the artefactual nature of the apparatus, 
they continue to see A push B. On the other hand, one or two subjects 
"observing in an analytical way" see successive movements simply 
co-ordinated in tine. Gregory (1970) gives numerous examples of the  
compulsive nature of certain perceptual constructs in spite of 'knowing' 
that the corresponding real world object does not have the ascribed 
characteristics. On the other hand, in the Joha~~ei3 demonstrations 
(1971) the tendency to construct objects out of points of light moving 
in particular patterns can be consciously inhibited, when an analytic 
posture is adopted. 
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Reaching awareness, we saw above, was connected with the 
inappropriateness of part of the stimulus cue to the response being 
given - we NOTICE when things don't go through smoothly. This 
inappropriateness of response is exactly the characteristic of neurotic 
compulsions. It is not strange to wash pour hands periodically, 
especially if they're dirty; but it is strange to want to wash your 
hands all the tbe. Psychotherapy is largely about tracking down the 
appropriate metaphors. 

The inappropriate part of the stimulus cue in the triggering response 
was the appearance of the participant. Michotte mentions (p82) that he 
can "favour" the drunching effect by using, for B, a triangle on its side 
pointing in the direction of the movement. We propose exploring this 
aspect in greater detail. We have described our frame sequences as 
rather like strip cartoons. We would like to increase the resemblance. 
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A RON-CLAUSAL THEOREM PROVING SYSTEM 

by David Wilkins 

ABSTRACT: There are reasons to suspect that non-clausai first-order logic 
expressions will provide a better base lor 3 theorem prover than conventional clausal 
form. A complete inference system, QUEST, for the first-order predicate calculus using 
expressions in prenex form is presented. Comparison of this system with SL-resolution 
shows  that  clausal techniques can be transferred to prenex form and expected advantages 
d o  seem t o  appear. 

K E Y  WORDS: resolution, clause, prenex form, SL-resolution 

I -  Introduction 

A predicate calculus expression in prenex form is obtained from a given wff by 
eliminating implication signs, standardizing variables, reducing the scopes of negation signs, 
skolemizing existential quantifiers, and removing universal quantifiers; see  Nilsson(l971) 
f o r  a precise delinition. Prenex lorm rlirfers from conventional clausal lorm only in that  
distributivity is not repeatedly applied to yield an expression in conjunctive normal form. 
T h e r e  a r e  a number of reasons for suspecting that prenex lorm would be superior t o  
clausal form in automatic theorem-proving. 

As anyone who has converted large expressions to clausal form knows, the 
application of distributivity causes a multiplicative explosion in the number of literals s o  
using prenex form will at least save storage and execution time (human or otherwise). 
Another  advantage is that the same information is not spread over a number of clauses. 
if the  expression A\/Bv(Cr\DnE! is necessary in a refutation, a resolution-type system 
will resolve away A and B and one of C,D, or E. A clausal theorem prover may refute A 
and B and get stuck on C. It then has to back up and try clause ABD which will involve 
redoing the refutations of A and E, Current theorem proving systems do not avoid this 
redoing of  work but this wocrld be a natural resu!t of using prenex form. With prenex 
form we also gain the a b i l i ~ y  to use siibevpressions t h a t  are "anded" together. For 
example, in the expression AvEv(~CVD)A(-CVE)~ the YCVE subt.xpression can be used 
t o  r e fu t e  the CvD suherpression without puling in the "higher level" information that  
resolving against the c!ause AF-C hcu!d. In this simple exampie. a clausal system could 
avoid re-reruiing 4 and B b u ~  !he i b i i i i y  !o use subexpressioca becomes v~!u;ble in the  
generai case. 

Theorem provers a re  considered inefficienr proSlern solvers, bui given an 
unsatisfiable set of predicate calculus expressions with no mesning at:ached to them, I 
would be worse  than inefficient in finding a refutation. The theorem prover needs some 



kind of knowledge about its input, or must at  least be given advice. I will present a few 
reasons why I think prenex form is more suited Tor giving advice about than is clausal 
form. We find non-clausal forms easier to express ourseives in since we write axioms 
that way. Suppose 1 have an axiom which rspresents the fact F. I f  distributivity shatters 
this axiom into n clauses, the only plausible interpretation is that these clauses are all the 
possible cases that can occur. The advice cbnges from "use this axiom to prove I" to 
"here is a set  of axioms related to F, use as many as are needed". Actually writing out 
expressions and looking at their clausal and hon-clausal forms should convince the reader 
that clauses are not the best way to conceptualize things. 

QUEST is a complete inlerence system lor unsatisfiable sets of expressions in 
prenex form. It exhibits expected non-clausal advantages and is as computationally 
efficient as SL-reolution 141, one of the more sophisticated clausal inference systems. 

2-Def initions 

Prenex expressions are naturally tree-structured so I will use conventional 
terminology(Knuth 1968) to refer to trees except as noted below. Each tree has one 
particular node designated as the current node and this node is said to have control. 
Each node is the parent of the roots or its subtrees and each subtree is a son of the 
root node. Note that parent and son are not inverses. A node is an ancestor of a node, 
N, if  and only if it is the parent of N or the parent of an ancestor of N. A tree is a 
d-da_nt of a node N if and only if it is a son of N or a descendant of the root of a 
son of N. A node is a& i f f  it is the current node or an ancestor of the current node. 
The cousins of a node, N, in a tree, T, are all those (and only those) subtrees of T that 
are sons of N or sons ol  an ancestor of N in T, and in addition are such that their root 
node is not an active node in T. A cousin of the current node in a tree is said to be a 
current cousin in the tree. Branch nodes will be either A N D  nodes or OR nodes while 
terminal nodes will be either T(true), F(false), or a literal. 

If T is a tree and CL a substitution, then T*d denotes the tree produced by 
applying CL to all nodes in T. Two trees, T1 and T2, are unifiable iff there is a 
substitution, d, such' that T l*d  and T2*d are isomorphic, in the sense that there is an 
isomorphism, I, from the nodes of TI*& to the nodes of T2*d such that if  M and N are 
any two nodes in Tl*d  the following three statements are true: 1) if  N is an AND, OR, 
T, or F node then (NIT is the same type of node; 2111 N is a literal then (N)f is the same 
literal; 3)if M is the parent of N then (I1111 is the parent of (NIT. T1 is said to be the 
same (sub)tree as T2 i f f  T1 and T2 are unifiable with the null substitution. The negation 
of  a t ree is formed by doing the following three things to the tree: 1)replace all T nodes 
by F nodes and vice versa, 2)replace all AND nodes by OR nodes and vice versa, 
3)replace all literals by their negation. 

1 will now define the Truth Value Inference Rules which simply implement the 
definitions of "and" and "or". A node can be inlerred false i f f  the node is an A N D  node 
and the root of one of its sons is F', or the node is an OR node and the roots of all its 
sons are F. A node can be inferred true iff the node is an A N D  node and the roots ol 
all its sons are T, or the node is an OR node and the root of one of its sons is T. 



The expression input to QUEST are assumed to be conjoined together, sti an input 
s e t  is represented by a tree whose root is an A N D  node and the subtrees of the root  
a re  the expressions in the input set. 

An unsatisfiable tree, T, is minimallv unsatisfiable i f f  when any subtree of T which 
is the son of an A N D  node and not the only son of that A N D  node is removed from the 
tree, the resulting tree is satisfiable. 

3- Inference rules of QUEST 

The truth value inference rules have already been mentioned. Let T be a t r ee  
from which we are trying to infer false. Suppose N is the current node in T and let S be 
the son of N we are currently trying to refute. When N is an OR node, all sons must be 
refuted but when N is an AND node the search strategy may pick a son to refute. To be 
complete, the inference system must in general allow any son to be tried although 
QUEST restricts the choice in some cases without sacrificing completeness. The 
distinction between rule of inference and operation must be understood. The rules of 
inference presented here are ways of changing a derivation tree so the validity of the 
expression it represents is unchanged. QUEST changes these rules into operations (of 
the same name) by allowing substitutions to be made i n  order to apply the rule and by 
placing restrictions on the use of the rule. 

T o  develop the first rule, let 0 be the set of cousins of N in T which are sons of 
OR nodes, with S deleted from the set. Rule one considers all members of 0 to be false 
and infers whatever it can about S. Intuitively, the validity of this runs as follows. To  
obtain a refutation of T by working at N, all sons or OR nodes which are ancestors of N, 
i.e. 0, must be inferred false if inferences about N are to help in a refutation. So if S is 
to  be inferred false above N, it is safe to infer S false at N and wait for the refutation 
above N. This is valid because all inferences at a node are made using the information in 
a node's ancestors. Therefore, if  S is the same subtree as a member of 0, it is inferred 
false, and if it is the same as the negation of a member of 0, it is inferred true. This 
rule is called the bctorina rule of inference because it's role corresponds to the role of 
factoring in clausal inference systems. S is said to be factored on and the member of  0 
is said to  be factored a~ainst. 

Let A be the set of cousins of N which are sons of AND nodes, with S deleted 
from the set. Rule two considers members of A true and infers whatever it can about S. 
This simply uses the information provided by the axioms used so far. If S is the same 
subtree as a member of A,  it is inferred true, and i f  it is the same subtree an the 
negation of a member of A, it is inlerred false. This rule is similar to ancestor 
resolution in linear resolution sys(ems, b u t  has added aspects bec;l~se ol the non-cliusal 
sfructure. To avoid confusion, ii will be cilied ti.,. smashing r u l e - o h h c ~ c p ,  S is said 
to be sm~shd and the member oT A is said to be smast~ed i~a ins t .  1 shill call the 
combination of smashing and factoring the reduction rule of infs-re=. Reduction and 
extension (a term used in the next paragraph) are both used in SL-resolut~on lor similar 
ideas. 



The last ~nference rule i s  the one corresponding most closely to  resolution. It 
grows the current tree and is cailed the extension rule of tnlerence, Extension says that 
members of .4 (the se t  def~ned rn the last paragraph) can be grown onto N as I o l l o ~ s :  I F  
N is an OR node then S can be replaced by a tree whose root IS an AND node w ~ t h  its 
subirees be~ng S and a copy of a member o l  A; IT N IS an A N D  node then simply add a 
copy of a member of k as a new son of N. The member or A IS said to be extended 

a& and S is said to be extended on. 

QUEST is basically these rules with strict restrictions put on them to guide the 
refutation and prune the search space. 

4- Informal description of QUEST 

QUEST has rive operations. Each operation produces a new tree from an old 
tree. A QUEST derivation is a sequence of trees where each is produced by applying 
one or the five operations to its predecessor. The object is to produce the tree whose 
root  is the node I? from the input tree. 

The most trivial operation is diving which simply moves control down one node to  
the root of a son of the current node. The truncation operation changes the current 
node to  F and moves control up to its parent whenever the current node can be 
inferred false by,a truth value inlerence rule. The reduction operation does inferences 
from the reduction rule of inference, but only when false is inferred, and then only when 
it is inferred from a son of the current node. The reduction operation, unlike the other 
two, may apply a substitution to the tree in order to make this inference. The deletion 
operation does true inferences from the reduction rule or inference, but only when a son 
of  an AND node that is not the only son of that AND node is inferred true. Deletion 
may not apply a substitution since true inferences are a sign that something has gone 
wrong so we don't want to waste effort producing them. 

The last operation is the extension operation. Growing the tree without a purpose 
will probably not get us any closer to a refutation so it will be required that the t ree 
ex~ended  against have a subtree which is the negation of S. The number of subtrees in a 
t r ee  increases with increasing tree size something like factorially or worse, so finding 
somethin2 to extend on may involve a huge number or unifiability tests. The test  Tor 
unifiabil~ty of two trees is not trivid since the nodes at one level can be ma:ched in 
many diiferent ways with the nodes at that level i n  the other tree. ThereCore QUEST 
does not allow extension on non-literal subtrees at all. Since only literals are extended 
on, the subtree extended against will always contain the negation of this literal after a 
substitution has been applied. This negation is called the IbIeraI extended again_si. The 
t ree  is grown as in the extension rule or inference and control is given to the root node 
of the extended against subtree. The extension operalion, by definition, also requires 
that any AND node in the subtree extended against which is on the path to the literal 
extended against, must refute the son which contains the I~teral extended against. This 
does not destroy completeness and significantly prunes the search space since only one 
son need be tried at these A N D  nodes, and also makes the operation more like resoiution 
slncp the extended against literal must eventually get smashed. 



QUEST has six restrictions on the applications of these operations which 
significantly prune the search space. 

I: The current tree can no longer be considered il an active node can be inferred 
t rue by the truth value inference rules and the reduction rule of inference. This does all 
true inferences not done by deletion. This restriction stops processing on trees that 
cannot lead to  a proor. 

2: The initial current node must be one that is in some minimally unsatisfiable 
subtree of the input tree. Thus only one starting point need be considered. This 
corresponds to support subset restrictions in clausal systems, but here the negation of 
the theorem can always be expressed in one prenex expression, so one starting point can 
be picked. 

3: At a particular OR node, all reductions must be done before any extensions o r  
dives. Without restrictions like this, the search space will be full of derivations that do 
the same operations in a different order. This eliminates all derivations which do 
extensions or dives before reductions at the same level. Hopefully, doing reductions first 
will instantiate the variables further thus reducing the number or possible unifications 
later on. 

4: If any current cousin can be inferred true or false by the reduction rule of 
inference, then this is the only allowable operation. If there is a false inference the node 
should have beer) inferred false when its parent had control, but instead an extension o r  
dive was done. Thus there is an easier proof than the one we are working on. If there 
is a true inference then either the first restriction will stop processing or a deletion will 
be done which simpliries the tree. 

5: I f  the next operation is to be extension or diving then it must be done on the 
son selected by the selection Function over OR nodes, This corresponds almost exactly 
to the selection restriction in SL-resolution. This also orders the applicable operations. 
I f  all nodes have n sons tlien a system without this restriction would have on the 
avrrage n! times as. many derivations i t  can produce. As would be expected, QUEST 
works for  any selection function over OR nodes. 

6: The same selec:ion restriction IS now ap;!ied to the sons that are reduced. 
The sam? factorial saving is made by not repeating the rzme rpduct~ons in different 
orders. The restricticn 1s implemented by defining a total ordering or the sons rarher 
than a function that picks one out. A function will not work because we cannot always 
apply reduction to a selected son. I f  the n e x t  opera:ion is  ~.cdtiction !hen it can only be 
done il no son greater than (In the giben crderiogi  he son beiitp redx1c.d has been 

This gires an inrormal desription of QL'ES'T that is exact as I cou:d ma4e it. The 
formal definition is fairly short and easy lo read but is n o t  within i h?  scope of this 
papsr. QUEST is sound and complete, but again the proofs are too fcng t o  present here. 
Tlie formal definitlon and proofs can be round in iWi!kins 1973). 



5- An Example 

I will present one example of QUEST in action. I will point out places where 
prenex form is an advantage in the hope the reader will recognize these as general 
phenomena ltkely to occur in most problem To make things readable, I will represent 
the trees graphically, AND nodes will be distinguished by drawing an arc through their 
branches. I wilt leave off the top AND node which has all the input expressions as its 
sons, but one should remember that it is there. The current node will be desgnated by 
an arrow. 

Theorem: Every integer greater than 1 has a prime divisor. This can be 
axiomatized as follows: D(x x) means any number divides itself. -D(x y)v-D(y z)vD(x z) 
represents the transitivity of divisibility. P(x)v(D(g(x) xhL(1 g(x))~L(g(x) x)) says that 
if  x is not prime then a number between 1 and x divides x. Let a be the least counter- 
example to the theorem. The negation or the theorem is as lollows: -P(x)v-D(x a) says 
that if x divides a then x is not prime. -L(1 x)v-L(x a)v(P(f(x))~D(l(x) x)) says that if x 
is between 1 and a then it has a prime divisor. 

A proof found by a POP-2 program implementing QUEST is presented in the next 
five diagrams. The meaning easily attached to these diagrams is as lollows: 1)Since a 
divides itself, it  is not prime. 2)Thus there is a number, g, between 1 and a which divides 
a. 3)a was the least counter-example so there is a number, f, which is prime and divide; 
g. 4)f does not divide a, since a is a emter-example. 5)By the transitivity of 
divisibility, this b a contradiction. 

lD(x a) is immediately smashed 
against input expression. 

Extension on -P(a) against second axiom, 
followed by smashing the literal 
extended against. A literal must 
be chosen to extend on. 



Extension on L(l g(a)) against the lourth axiom, 
followed by smashing the literal extended against. 
The next operation must be the smash of -L(g(a) a) 
against the L(g(a) a) ,  In clausal lorm, i f  vre had 
just used the clause with L(1  g(a)) in it, we would 
need another whole clause to get L(g(a1 a) and this 
would involve re-reiut~ng ail the literals above this 
A N D  node since distributivity would "attach" then to 
L(g(a) a). 

Extension on P(f(g(a))) against 
the third axiom followed by 
smashing the liieral extended 
agains:. 



Extension against the f irst axiom with smashing of the literal extended against. Now y is 
instantiated to  gfa) and both 7Ds are smashed. Truth value inferences then infer F from 
the whole tree and the proof is complete. Note that the same situation as before arises 
when we smash the 7Ds. They are smashed against l! and 21, both of which are sons of  
AND nodes dif ferent from the son extended on at that AND node. Thus clausal fo rm 
would have t w o  more extensions against clauses rather than two reductions. I hope the 
reader may recognize this ability of prenex form as a general advantage and not particular 
t o  this problem. In a sense, extension in prenex form sucks in  2 or 3 or  n clauses in  
compact form. hloreover they contain information likely to be relevant since one would 
usually not  expect a single axiom to contain parts irrelevant to each other. 



0-Comparison wifh SL-resolution 

Many of the ideas in QUEST come from SL-resolution so it is natural to compare 
the two. For the reader not familiar with SL, it is presented in (Kowalski and Kuehner 
1971). The purpose of this comparison is lo show that our clausal techniques can be 
carried over to  the prenex case, and to show how QUEST compares to clausal inference 
systems in general since SL is currently one of the better ones. 

A QUEST derivation tree can be considered as an SL chain. A cousin which is 
the son of an OR node would be a B-literal, the son of an AND node would be an A- 
literal, and top to bottom would correspond to left to right. Let us consider the case 
when clausal input is given to QUEST. All cousins are now literals so 1 will speak of 
QUEST trees as i f  they were SL chains. The only difference between QUEST and SL 
chains initially is that QUEST chains have the unit clauses tacked on the front as A- 
literals. This was done because I felt extension against a unit clause is more like 
reduction than extension. Either system could easily be changed to be like the other. 
With clausal input, QUEST will never do a dive and will never do a deletion unless the 
same clause is input twice. 

First, let us look at the admissibility restriction of SL. It says that no two 
literals in the chain may have the same atom unless the next operation is reduction. 
QUEST has the same restriction since two literals having the same atom is equivalent to  
being able to  infer a cousin true or false by the reduction rule of inference. Let us now 
consider the operations. 

The truncation operation is essentially the same in both systems. There are three 
differences in the reduction operation. Both systems require reductions at one level to  
be done before extensions but, as mentioned before, in QUEST this also applies to unit 
extensions. This is a trivial difference. SL does not allow factoring within a clause or  
ancestor resoiution (smashing) against the rightmost A-literal while QUEST does. SL 
makes up for this by allowing extension against all factors of the input clauses. Thus SL 
has fewer reduction choices'but more extension choices, but once again either system 
could easily be changed to be like the other. The third difference in reduction is the 
ordering of literals to determine the order of reductions. This simply applies the 
selection idea (the heart of the SL system) to reductions as well as  extensions, and 1 reel 
it should be included in SL. The only difference in the extension operation is the already 
mentioned one or SL having more extension choices. 

The differences when QUEST is applied to non-clausal input can he thought of as 
lollows. Some links in the chain are now poin!srs to 3 tree instead of Itterals. These 
trees can be reduced as they are or "expanded in  iins" by diving operations. There are 
now A-iinks in the chain that correspond to sons o i  AND nodes i n  the input tree. These 
provide information which in the clausal case, loosely speaking, is only provided as a new 
clause and then only with more literals in the clause because ol the distributivity 
applications. The following section gives evidence that the advantages one intuitively 
expects actually do appear. 



'?'-An implementation 

I wrote a POP-2 program implementing QUEST a t  the University of t s e x .  The 
program extends Boyer and Moore's structure sharing techniques (Boyer and Moore 1971) 
to  the prenex case. The purpose of the program is to run on examples in clausal and 
prenex forms with a breadthfirst search so as to get a fair comparison of the size of the 
search space. Since QUEST is fairly good on clauses as shown by its comparison to SL, 
this should be a fair comparison. Three statistics are given: 1) cpu tlme in seconds, 2) 
number of extensions against input expressions, and 3) number of derivations being 
processed in parallel by the breadthfirst search. 

For lack of space, I have picked only 3 examples. These demonstrate results 
found by running other examples. It was also round that the amount of processing needed 
in clausal cases varied greatly with the clause picked to start with. Problem 1 is the 
classical Quine-Wang problem P(x a)v(P(x f(x))r\P(f(x) x)), -P(x a)v-P(x y)~.P(y x). 
Problem 2 is a variation of 1: G(Y a)v(C(y f(y))~G(f(yI yl), -G(w y)v(G(y f(y))~C(f(y)  
y ) ~ - C ( y  a)). Problem 3 is the example of section 5. 

NON-CLA USAL CLAUSAL 
cpu time exten. deriv. cpu time exten. deriv. 

Problem 1 1.074 3 2 1.278 8 4 
Problem 2 .746 3 2 1.717 11 7 
Problem 3 11.296 65 45 28.965 136 74 

8- Conclusion 

It it may be favorable to abandon clausal form for a form easier to attach meaning 
to. This paper presents a non-c!ausal inference system that is complete at the general 
level and probably as efficiint as current clausal systems. Section 7 provides evidence 
that computational advantages expected with prenex form do in fact appear ( I  do not wish 
to argue about judging criteria here). The comparison of QUEST with SL-resolution 
shows that techniques developed for clausal systems will be applicable to prenex systems. 
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A COMPUTER SYSTEM F(IR MAKING INFEREKES 
ABOUT NATURBl LANGUAGE 
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ABSTRACT: The paper describes the way in which a Preference Semantics 
system for natural language analysis and gemration tackles a difficult class of anaphoric 
inference problems : those requiring either analytic(conceptual) knowledge of a complex 
sort, or requiring weak inductive knowledge of the course of events in the real world. 
The method employed converts all available knowledge to a canonical template form 
and endeavors to create chains of non-deductive inferences from the unknowns to 
the possible referents. Its method for this is emistent with the overall principle of 
"semantic preference" used to set up the original meaning represontation. 



This paper describer infersntid manipulations in a computer system for 
representing the content of chunks of natural language. By inferential mmipulstiotm, 
I mean the drawing of complicated inferences about the courso of events in the 
world that are nece6sary to understand natural language, and in prrticuler 
necessary lo resolve pronoun references (anaphorr), and ambiguities in the sewer 
of words. 

To take a simple example : when the system sees the sentencn JOHN LEFT 
THE WINDOW AND DRANK THE WINE ON THE TABLE. IT WAS GOOD, i t  doeidos that 
the pronoun refers to the wine, while if it sees JOHN LEFT THE WNDOW AND 
DRANK THE WINE ON THE TABLE. IT WAS GREEN AND ROUND, i t  will decide that It 
is the table being referred to in the second sentence. "Decide* hare must be 
treated with care, since further text might correct both these decirions, of course, 
the point is that a hearer or reader, having sncountered the amount of text given 
above , will almost certainly understand in the way indicated, even if the speaker or 
wri te intended something different. 

Tho system is programmed in LISP 1. 6 and MLISP, and runs w an anrlyser of 
English and a generator of French, on tho PDPB/IO st Stanford A. I. 
Laboratory. This provides a very firm context of vmrification for a natural Innguago 
understanding program: in the first example above, if "it" emerges as "il" the 
French masculine pronoun, it can only refer to "wine" since that is only mwculine 
noun in the sentence. Tho examples dear to the hearts of those whc rnalyse 
stories end dialogs can all be reconstructed within a machine translation environment. 

The system described here has had its lower level capabilities 
described elsewhere[ 6,7,8 ] : its abilities to cope with compiex sentences 
without a isolable syntax package;iis ability to deal with wide areas of word some 
ambiguity , and the case ambiguity of prepositions. All these abilities are 
assumed in the present paper, and not described in detail. T h e  "front end 
capabilities" set up very complex semantk objects, called "semantic blocks" : 
networks of objects called templates , that are themselves complex structures of 
semantic primitives. The present system is distinguished not only by the more 
compiex objects i t  handles than other programs (and the greater abilities to 
handle unrestricted natural language thal come from that), but its ability to 
handie objects representing longer stretches of discourse The semantic blocks 
described below , that are these networks of templates, are representations lor 
small paragraphs of text Again, it must be emphasised, that theso complex objects 
are not merely the result of applying projection rules to dictionaries, as in most 
contemporary systems [ 12, 13 1. They are built in part from already avsiiable 
complex parts, called templates and parsplates [see 7 ]that are "fuzzy rnetche.3" 
onto text chunks as wholes. 



In thls paper then, I am c o ~ e r n u d  w ~ t h  tho m@nipul&tion of t h e e  complex 
objects to draw out semantic informatien, and thr applicstion of infererne ruler to 
that ~ntormation, tn order to solve concrda reference problems It is en assumption 
of thas work that these problems c m w t  be solved indepednt ly  of r 
strong representatton [ 1 1. 

I would not defend the details d ihr semantic codingr given in this paper, nor 
Ihe particular control structure of the program. What ir essential in this cycltem 
, and m o n g  its distinguishing feat-, is ( I  the inferential use of partiat 
information , that is, information we-r than that in dictionaries and snalytic 
(always true) rules. i The use of such imfwmdion conmtitdes the EXTENDED MODE 
of the system described below. The second distinguishing feature (2) is the 
preferring of one representation or inferential chein to another. This is important 
and a neglected aspect of modern naturai language research, whom workerr often 
seem to feel that the first representation or inferrnce their system f i d r  MUST 
be the right one. This is discussed elsewhere [ 7 ] , and again below in the 
context of inferential chains. 

The common sense rules of inference used in this system are not dduetive 
consequences about the world, but are likely courses of events which , i f  a d  only if 
they match onto the available explicit and implicit information in the text, mry br said 
to apply, and by applying may enable us to identify mentioned entities and so 
resolve problems of reference. in the examples above we need to apply at least 
a rule equivalent to , in ordinary language, IF SOMEONE WANTS AN ENTITY , HE 
WILL WANT TO CAUSE IT TO MOVE IN SOME WAY. Swh a rule is , in this 
system , in no way contradicted by mention of exceptions ,such as someone wanting 
some object but doing nothing to move or otherwise affect it. This rule (see 
below for details) is fuzzy matched onto what we know from t h  exmple, and what 
we know about drinking, including t hd  it is an act of causing a liquid to move. 
These processes to be described in the paper allow the pronoun to be 
referred correctly in a way consistent with the common sense inferences r person 
would make and are reducible to non-deductive forms such as SOMETHING X's 
AND FOO X's , THEREFORE THE SOMETMNC IS FOO. 

Such inferences could, of course, be represented in some much ,stronger 
system with deductive machinery . given all the missing frame axioms, 
quantification etc. My point is that nothing would be gained by doing so, because 
such machinery can never improve the reliability of the partial information being 
handled. It is the content and applicability of such inferences that should be 
our concern at present , not the finding of strong systems of logic in which to 
represent them. I have set out that case in more detail in [ 8 1. 

Secondly, with regard la what I called preference, it is an important premise 
of this work lhat the basic problems of natural language semantics have simply 
not been solved, either by the linguists or the A.I. people in tho field, and that 
insights about the structure of language @re still needed: needed In the same sense 
in which Papert h w  often argued that Al must offer simple rule systems 



different from the first sledgehammer you thought of. Hi, per tun lv r  example ir 
that of catching a ball, done by a simple algorithm and not at all, 11s OM might 
hsve thought, by the solution of complex differential equations. To thie end, we 
@ w i d  the generative grammatical and semantic system of the linguists, IS well ao 
the dedat ive systems of logicians. The essential part of the present system that 
aims to offer a little of the missing content IS what we call "Preference Semantics". 

The key point is that word sense , and strwtural , ambiguity in natural 
language will always, in any system, give rise 10 alternative competing 
structures, all of which can be said to "represent" whatever chunk of language 
is under examination. What we mean by "preference" is the m e  of procedures , at 
every level of the system, for preferring certain dorived structures to others on 
the basis of their "semantic density", and in this paper we rhnll be perticularly 
concerned with preferring certain inferential chains to others on that basis. 

What we are postulating ,speaking psychologically, is lhat humans interpret 
language so as to reduce the concepiual density to a minimum; which can be taken to 
mean " keeping the amount of new information introduced into the system to 
a minimum . Without this faculty a language understanding system cannot 
function, In understanding "Pieces of paper lie abu t  the floor", we will thus 
choose l o  interpret it as being about position rather than deception because from 
the preference information in the system about the concept "lying" we will know 
that deceptive lying is a concept that prefers an animate agent if it can get it, 
(here i t  cannot) while a statement about passive position prefers a physical object 
as the apparent agent , which is available here. The satisfaction of a preference 
increases the density of the derived representational network end the densest 
network will be the one ultimately preferred. But, in understanding "My idem 
followed hers closely" ,we want to accept the ideas as the agent, even though our 
information about the concept of following is that it normally prefers an animate 
agent if one can be found, since only in that way can the animate sense of "fly" 
be chosen correctly as the agent in "The fly followed the ladybird into the 
web". The point is  to prefer the normal , but lo accept tho unusual. A little 
reflection will show that conventional linguistic ruler, with fixed word 
classes, operating with (unintelligent) derivational rule systems, cannot do thin very 
simple thing. 

The preference compuiations,just sketched above, ,that invclve no real 
world knowledge above and beyond the conceptual knowledge we have # b u t  
word meanings,l call the BASIC MODE of the syslem.i want to distinguish the basic 
from the extended mode that I discuss in detail in this paper in terms of the kinds 
of anaphors problem the modes can tackle.ln tho basic mode, the system rrsolveo 
those anaphoras lhat depend on the superficiel conceptual content of fox! words. 
Th~s IS  does in the course of setting up the initial samantic representation ( 
which I have not yet described st all) I shall call these type A ansphoras. For 
example, in "Give the bananas lo the monkeys although they are not rrpe, 
because they are very hungry", the system in iis basic mode would decide that 
the first "they" refers to the bananas and !he socoml to the monkeys. II does that 



by seeing, in the representation for th.  cancept of hunger, thrt i t  prefers to be 
applied to something animate,and that h concept of ripeness prefers to be applied 
to something plantlike If every sat ishd preference Increases th.  demity of tha 
conceptual network ,then we shall get thr densest network when the first "they" is 
t ~ e d  to "bananas" a n d  the second to "momys" 

The main part of this paper descrEbs an EXTENDED MODE of the system that 
tackles two other kinds of anaphora example that I shall call typos B and C. 
Consider the correct attachment of "it" m "John drank the whisky from th. glass, and 
i t  felt warm in his stomach". It is clew Ihat the pronoun should be tied to "wkirky" 
rather t h m  TO "glass", but how t h d  is to b dom is not immediately obvious. 
Analysis of the example (see blow) suggests t h d  tho solution requires , 
among other things, soma inference equivalent to tho sentence "whatever is in a 
part of X is in X". 

Anrphoras like the l ist  I shall call type 6, becausa the inferences required 
to resolve them are analytic but not suprrficial. By analytic I simply mean that the 
quoted sentence abova, about parts and wholes, is logically true , and not a fact 
about the real world, but rather about the meanings of words like "in". What is 
meant by  "superficial" in the distinction between types A and 0 will bocome clew 
below after some a discussion of the mooning formalism employed 

Most importantly,l shall discuss type C anaphoras, which require 
inferences that are not analytic , but weak generalisations (often falsified in 
experience) about the course of events in the world. Yet their employment here 
is not in any sense a probabilistic one. In Tho dogs chased tho cats, and I b a r d  o w  
of them squeal with pain", we shall, in order to resolve the referent of "one" 
(which 1 take to be "cat" not "dog"), . m d  a we& generalisntion equivalent to 
"animate beings pursued by other antmate beings may be unpleasantly affected". 
Such expressions are indeed suspicieusiy vague, and a reader who is worried at 
this point should ask himself how he wwM explain (cay, to someone whe did not 
know English well) how he knew tho referent of "ow" in that sentence. It can 
hardly be in v i r t w  of a particular t a t  h u t  cats and dogs because tha c a m  
general inferente would be made whatever was chiring and being chatd .  I 
shall be surprised if ha d o e  not coma up with sonuthing very like th .  inference 
suggested, and i t  may be the natura 6f natural language itself that is worryin( him. 

The inferences for type C, then, n e  general expressions of partial 
information(in McCarthy's phrase) and are considered to apply only if they are 
adequately confirmed by the context. What I moan by that will become claw in the 
coursa of what follows, but in no case do these expressions yield deductive 
consequences about the future course of the world, nor is there any assumption 
here that the event ganeralised about ALWAYS happen in such and such a way. 
Indeed, they would be foolish if they did because the world's course cannot be 
captured in that way. In the whisky exunple above, it might have been his earlier 
dinner that in fact made him feel g d .  Yet, nonetheless, the solution of tho 
anaphora problem for an understandrr, derived as just described, is definite, 



far enycna, w b  writes the sen tem rbout khn'r stcmceh will b r  t a k n  to m e m  
thrt t b  w k k y  wm in his stomech, wholover ho might htwe into&& In th. rwe 
ease ct e gglm 5wrllawer. 

2.BRIEF RECAP OF THE SYSTEM'S BASIC MODE OF ANALYSIS 

Ttw heart of the basic mode's representation is the template (not to be 
ccnfusod i n  any way with the usage of that word in charscter recognition l o  
mean a context-free method of analysis).This ic an active frame of complex 
comepts that seeks preferred calegories of concepts to fill its slot6,though if it$ 
preferences Ere not satisfied it will accept whatever it finds in default. What Uinsky 
has recently culled [ 2 ] frames are good first approximetions to tempiateo. 

The templete can be though1 of as expressing the gist of a phraer or clause, 
or even simple sentence, of language.lt is a connectivity of FORMULAS,which 
i n  turn are complex concepts expressing the senses of wor&,one formula to 8 

word sense.lf F i  etc.stand for formuiao,then r template he8 the following 
connectivity r 

A t  nrrdes F!, F2, F3 are th. principal formulse of the template and 
are always agent, action and object (in that order), though any of them may be s 
dummy in any particular example. ( F1 1 ,  F! 2, F13)is a list of formuln dependent 
on main formula F I  etc. Let me give sn example of a template structwe st this point 
by  using the ?oilowing simplifying notation: any English words in squorr 
brmksrts stand for the meaning representation of t b s e  words in the Prrference 
Semsnlics system. This device is imporlani in the exposition of the material in 
that the content of the []-abbreviated forms can be seen immediately, whereas 
the complex coded forms themselves would be as hard to read as ,say , r 
sentence read a word at a time But it is imporfant to restate that the ruler 
and formalisms expressed within [] are really formulas and subformuloci of ~ t r w t u r e d  
primitives, and that their tasks could not be carried out, as some still seem to 
believe, by massaging the English language words, standing for thew own meaning 
representation. 

So then, the tempiata connecti\,ity of formulas for "The blwk horse pessed 
the w~nning poet easily" could be wriften (ignor~ng any ambiguity probiems far the 
moment): 



] ~ * ~ b =  *M~*[POB~J 
t f 

[tho Meek] [aaaaly] [the wiG+%n21] 

When the system runs,input tsxts are fragmented into clsuses,phrares 
etc, and tomplater are matched to etch of these,probably a number of 
templates to each text chunk depending on how potentially ambigwur its words are 
The first exerclse of preference t r i a  to cut this number down and throw 
awry as many templates w psssible . TB slse how thls is done ,we must ro8lise that 
the formdes at the nodes of t b  template network are themaelves complox 
objects. Here for example ,are two f o r d m  for the English action "grasp": 

"grasp"(action1) ((*AN1 SCI)JJ)((*PHYSOB OBJE)(((THIS (MAN 
PART)#NST)(TOUCH SENSE))))) 

"grlsp"(action2)+ ((*MUM SUBJ)((SIGN OBJE)(TRUE THINK))) 

There is no spece to explain these tree structures of semantic 
primitives in detail here (see [ 6 , 7, 8 ]),nor is there any need to do ro.We 
need only note that the right-most ole& of aach formula is its principal,or head, 
element. Thus, grasp1 is basically a SENSE action,as in grrcping a blwk, while 
grasp2 is bas~cally a THINK action, as in grasping a theorem.The ewe 
subformulas at ths left hand rides of the formulas express the preferences 
under discussion. The subformula with SUBJ expresses preferred agents 
(animate things for grasp1 ,and human thing8 for graspP), while tho subformula 
with OBJE exprestos the preferr.dObj.cts of the actions ,namely physiehl 
objects a n d  SIGNS respectively,tha latter being thoughto and symbols of thoughtr. 

This should all become clearer if wach formula is thought of as a binary 
troe,with dependency of all branches to ah. right. Thus for the f i r ~ t  formula above, 
we have: 



c p r e f .  a g e n t  
- a n i m a t e  

c p r e f .  o b j e c t  
=phys.  o b j .  

/ . \ TOUCH 'SENSE +head 
/ \ -sense a c t  

/ \ \ 
/ \ \ 

/ / \ 
/ / \ 

THIS RAN PART 

\ 
\ 

1 NST c p r e f .  i n s t .  
-human p a r t  

So, when analysing "John grasped the ideaW,the agent preferences of 
both tho templates initially constructed will be satisfied by John ,who is both 
animate and humen.But only grasp2 will have its object preference (for I SIGN-like 
entity) sslisfied.lf we think of a satisfied preference 8s strengthening one of the 
arrow links in the diegram above, then it is clear that tho template with the grasp2 
formula at its action node will have the stronger linkage and will be preferred, and 
the template with the grasp1 formula will be rejected, and never considered again. 

The representation of a text(compored of fragments) is then I network of 
these template networks. The templates are interconnected by case ties. The notion 
of case is discussed in detail in [ 7 11, , but for the moment a case can be thought of 
as a type of link tying one template to some particular node in another template. 
In the sentence "He lost his wallel / in the subway" (fragmented at the stroke) 
we might say that the second lrsgment of the sentence dependa on "lost" in the first, 
end that the dependence is the locative case. Thus in the representation, the 
templaie for the second fragment would be tied to the central, act~on, node of tho 
first, by a iink labelled LOCA. The node on the first template to which the ease 
tie ties is called the mark of the second templste. Enormous gaps hwsl been left 
in this brief recapitulation : in particular how this last process IS done with the aid of 
dummy templates and highly structured case objects celled p~replates [tee 7 1; 



'~eaLIfIq puo Steued!~ s)de,uoa )a rrosusssod pe~Ae)e~d eqi uo suo!~~indwoa 
U L ~ J  ~ J W  w spunuep uo!lnloser eqi esnsaeq epow a!seq eq1 U! AIM 
s!qi u! peAloseA ere ,,Xrlunq Arch ere Aaq) esne3eq e d ! ~  )OU ~ J P  Xeq* qlnoqtle 
seueueq eqi pe&ucm sXeyuow eql,, u! n~oqdeue eqLepow 3!seq eql u! ixe i  )o 
sqderlered lo )  qaolq a!(urwes eq) dn eypw suo!ieiueserder IS![ pesserdwo2 esrrql 

'etdwexe s!qi u! peli!)un s! epou V ~ O H ~ V N W  
"lr(l ',eIqel ql uo,, rob eislduei eqi lo owepuedep )o iu!od eq) X[ ree l~  s! )eql 
exl!s i s 1  U! .~u!M., 10) elnwroj aqi ro) opw eql 01----,,cw!m e w  yusrp uqor,, AOI 

opldurei roqjoul u! epou syl o( reju!od e eq plnom 1 8 ~ ~  eqi pun'esea uo! iex~ l  
@ -L( ,e lq~i eqi UO,, eau!s1v30i eq Pinoh e!i 3 s v 3  "lr(l'se!l!lenb i! l e ~ f i  YI!M 
luo(e pqrueserded s! ,eq&, ew!s srlniuro) 10 luepuedep ou eq pjnom l e q l , E j  
)a ,aIqsl,, 101 I~!JJAO) e PUI (Wo!ix-opn.Rd se peieeti eAe suo!)!sode~d elu!s) zj 
la .,3u!rnpu JO) elnwro) luele-opnesd o l { j  ir elnuroj iueSe Xwwnp E eheq plnoM 
.,elq@i eqi uo,, tue) eqi do) uo!ieiueserder is!l passa~duoa eq)',,elqai aqi uo 
eu!m eqi yusrp uqoy,, sem eaueiuas jsr!) asoqm eldurexe Je!lrea eq* u! '0s 

.ehoqr pe)nAtsnll! ,dserl,, do) seuo eql ey!l 'eer( elnudo1 
s lu!u!~)uoa pb!qo xelduoa a s! epou [ j  eql le Xl l~qau s! )eqm teq) )noqlnorql 
podeqweured bq )anw g puyseialdwe~ l o  yromleu e dn ¶u!{)es Xq ,,yaolq 
a!buewes,, yb eJn)snr)s V ~ ~ ~ V N V  pur ~ M V W ' ~ S V ~  Is! )eql  'se!(!"!iaauuoa qans 
deq~o u! sew o) A&!~!ileuuo, epldwe( spqm %qi %u!X) smoids reqio s8 10 ~q%noq& 
eq UP3 sepoulpen!le~!deal~ bi(l 'X$!A!+J~UUO~ B ) P ~ ~ W B ~  >!B@q Bq) S e h  

q y m  ' e~oqs  wr~3s!p Isr!) eql uo sepou qi oi Ae)el sis!i eqi pug "a(@ 13 e q ~  

tr! e p w  >!mq oqi ruo~) l )xq  lo lu"wdpai1 elEu!s r do)' peu!a(qo uo1p)ueserde~ 
@(q& qI 40 WAOl pcr~ae~duoa yi 8SqL ')u@Jo)s3i peA.lOJ S t !  01 elqs!dEA 
unword y) w o ~ )  ' rs&~]dw@l ueemteq ~ $ 1  ein)!lsuo> oslr s o ~ q d ~ u e  y edA) 
eSeq$ 'pchl08tad ~ W O ~ W ~ A ~ J ~ J ~  10 s!srq S?qi Ul PeAlOSeA eJe sercqdeua 
v edAi nay oldurxo sAeyuw pur s e ~ w q  eq) q j ~ m  'ie!llee psq!~asep I 



3.QUICK SKETCH Qf THE EXTENDED MODE OF INFEREWE 

The ex tendd mode of inference ,using common seme inference rules, Is 
csllmd whenever tho bn i c  mode cannot resolve a pronoun anaphora, between two 
or  more cnwlidatr words, by semantic link density alone. In tho example 
about John and his stomach, density techniques have no way to decide whother the 
glrrs or tha whisky ir in his stomach. On a basis of preferred agents and objects of 
fictions , what I called superficial conceptual information, both era equally good 
candidal%r. The extended inference procedure is called and, if it succeeds,it 
returns @ solution to \ha basic mode which then continues with it@ anrlysis.lf i t  
t w  should fail to r d w e  the number of candidaten to one, then the top level of the 
system tries to solva tha problem by default, or what a linguiet would call fotua. 
Roughly, that means : assume that whatever was being talked about is still being 
talked about. So, in "He put the bicycle in the shod and when he came back next 
weak i t  was goneu, neither density criteria, nor the extended inferences to be 
described here, wiil help et all. SO the system may as well assume ,in this limited 
context , that the blcycle is still the focw of attention, and hence the reference 
of " i t " .  

Consider agein the following sentence after all tha brsic mode's rout iws 
have been applied: 

[ I :  John drank the* whisky / 2 DIRE : DTHIS from wglesr ,! 3 : m d  it feit 
warm / 4 IN : DTHlS in his+stomach] 

Since in is in []-abbreviated form, this object is  really four successive, 
list-compressad-templstes described above , one for each of the four fragments of 
\he sentawe. The slsrsh morb tho fragment boundary and th. care 
names DIRE(directi0n) and lM(eontainment) indicate the dependencies of templatao 
2 on 1, a n d  4 an 3 , respectively. The DTHISs are dummies addad to fill out the 
csnonic~l template triplet in cases of missing agents,objectc etc. Further assume 
that the "his" hhs5 been tied to "John" by the basic mode , and prrsentt no probiem 
of analys~s, and assume too that the basie mode provided a list of "candidatw" 
for tke reference of "it"("whiskyn and "glass"). bec8use if there had not h e n  such s 
list of more than one candidate the routine under description would not have been 
called into play. 

EXTRACTIONS are then made from each template in turn, if and only if it 
contains a representation of e~ther an enswer word or the variable pronoun itself. 
An extraction is  the unpacking of every possible case tie : both those in the 
action (second)formula of the template and those labelling a link to other 
templates, In this example we obtain fhe following sxtractions: which are tamplats- 
like forms as follows !where the firsf digit refers to the fragment a, the 8acond to 
the number of the extraction from a particular template , and "*" links words with a 
single formula): 



1 1: [whisky (IN in John *part] 

12: [whisky (DIRE to) hhn+part l  

21: [whisky (DIRE from) s*glass] 

4 1 : [ ?it (IN in) his*stomach] 

We can explaln how these extrdtons were made, even In the absence of 
any detailed knowledge of the structure W formulas: 11, for example, ham been 
der~ved from the template for "John dm& the whtsky" because from the rtrueture of 
the formula for "drlnk" tt follows that the l~quld drunk IS subsequently cnslda 
the drinker Th~s IS because, when makmstt up the formula for the icttonndrlnk", we 
express in ~t that the u t lon conslstr $n causing a l lqu~d to b. ~nt~d. tho agent of 
the actlon, as follows: 

((*AN1 SUBJ)(((FLOW STUFF)OBJEH(SELF IN)(((WRAP THINOFROM)(MOVE 
CAUSE))))) 

This form requires no more to b. rmddarstood than earlier example formulas, 
except to note that (FLOW STUFF) denotes liquids,the preferred object8 of 
drinking, and that the u t ion causes to move t h d  liquid into the agent's self,and 
that it is (FROM implies direction crp. )  liquid moved from a contrimr pr (WRAP 
THING). 

So, in this informal represeiddion we have acquired new template-like 
objects that express, in canonitel form,  nil^ analytic information extracted fram the 
existing templates, and from which new inferences can b. made. It is postulated that 
the generation of this inexplicit informstion from the deeper levels of the 
formulas is essential to the process of understanding. These new f o r m  differ 
from standard templates Only in thd their second nod., or pseudo-wfion, 
has had a cnse name CONSd onto whatever the node was before. Mote b r a  that 
the form (IN in) is not redundant since the case name IN locates Ih. case precisely 
as containment, while the English preposition can indicate many cases other lhan 
containment, as in "in five minutes". 

We have now obtained new ternpiate items that yield assertive information, 
but did not appear in the original text. We then try two stralegies in turn: first we 
t r y  a zero-point strategy, which is to try to identify an amwer template(or 
extraction) and a variable template(or extraction) without the use of common sense 
inference rules [CSIR's I . 

The general assumption here, ad i t  is a strong psychological rssumption, is 
that in order to resolve these painful ambiguities the understanding system is going 
to use the shortest possible chain of inferences i t  can. And a zero-pint strategy will, 
as i t  were, have no length at all (in h r m r  of r chain of CSlR inferences) ~ n d  so if 
it works, it will always provide the shortest chain. This preference for the shortest 



chain is  itself a strong poyehologiell hypothsis ,?nd is ,for exlimpIe,very different, 
eppmrmtly from th. hypothesio about "beping sp many of a f r ~ m e ' ~  terminal 
ratisfled m passibfen that M w k y  ragests  briefly in his rrcent "'Frmnr" paper[ 2 
]."($re prarent hypothnsh h a "lazineu h y p o h i s "  consittent with the g e n a r ~ l  
prtneiplo in unc here of alwaye belng prepared to eompiexify pr &open, I 
rcpreaent8tian,but never doing sc unless nrrwoary----just al the extended 
m& is m v e r  esllad unieo nsseosary Thin it a very diflerenl overrll principle 
from the wide forward inference propes01~ of Schank [ 9 J and Chamirk[ 1 1. 

This zero-point strategy is  adequate for the example under discussion, 
because we can (under a suitable definition of template and e x t r ~ t i o n  matching) 
identify extractions 11 and 41, and thus identify "l it" and the whisky, and we 
arc ham. This was !he @Ol~tiOn of 8 type mapbra, requiring only anslytic, 
necessarily true, conceptual information. 

If the zero-point atrategy fails, we bring down all the CSlR rules that contain 
an action subformula occurring in an answer or probiem templrte form in the 
pool, and attempt to find the shortest chain that is*& from some answer to some 
variable. 

Let us return to the first example of the paper: "John left the window and 
drank the wine on the table. I 1  was good". Notice already that we can reject al l  
simple solutions besed on focus (that the wino is referred to beeausa i t  in what is 
being talked about) in view o of the contrasting exrmple whose second sentence is 
"It was green and round" where clearly it is the table being referred to. Notice 
that this contrasting sentence pair will be dealt with inside tho basic mode, 
because the preferewe of concepts of shape for physical object possessors, will 
reject the wine as referent. 

Let us now set out that example, using the informal [I notation, a d  
label original templates from tho ~ontance with ?@ numbars, and label extracted 
template forms with E l  numbrs. We shell heve then, aficr extraction: 

T i .  [John lef l  the*window] 

E I .  [John drank thetwine] 

E2. [wine (LOCA on) tho*table] 

E3. [wine (IN in) John] 

T2. [ ?it was good] 

All these slay in the infs~ance pool because ali eontsifi either the probiem voriable 
Pit or one of Iha posriblo, refarsnfs window, wine or table. Pb axfended mud* 
now Ecesses its CSlRs which are sforisd under the mlain action element ot lheir 
antecedent and sonseqwnt . That doas not imply howover that the action ia 



only the srmpte primitive k e d  element-s+ lctionr in CSIA5 ern be m ccmplex 
sub-formulag as is nocssrary, which & a dlfkrent spprowh from Schonk'c 1 5 ) 
where the inference ruiec @re %trmg& 6lpraifi.d by tho f ow tmn  primitive 
actions. I cons ihr  a much finer dbinrination of ruler nreastrry. 

Here w e  two rules I thrll call 31 a d  12 rerp.ctively, given i n  formal end 
informal verriolpsr 

11: [ animate1 likes 2 ] 4 [ l  causes-to-~wrre 21 

((*AN! I) WANT 2) 4 (1  (MOVE CAUSE) 2) 

12: [ 1 is good ] [mimate2 wants 11 

( 1 BE (GOOD KIND)) -, ((*AM 2) W A M  1 )  

The rules are flexible about expression of restriction$ on vsriables by 
subformuias or elements . They are unqurntified , but mnaiogc of universal end 
existential quantification can be seen in them: in 12 for example, the appearance of 
the animate variable 2 ean be read as " t h n  there is some animate entity 2 ~ u c h  that. 
. . etc. " 

The strategy searches form both the ?variable and from the potential 
answer template forms, trying chains 04 length one first, then of !ength two. At 
present i t  will not attempt to construct a chain longer than two. This could ba 
oasily extended to three, but I suspect that understanding of normal rituatioiw 
rarely requires longer chaina than that. The preference for the shortest ehrin ir 
analogous to !he use of preference in iha bmie mod-%: Both we8 intraduce ao 
little new intormation into thm as is p d b l a .  

Again, the consequences d r m n  are not ~ c e s s t r i l y  true, thoy rwo l v r  
ambiguities only where both antecedent and comequeni mrtch what we alrerdy 
know or can semantically extract Much at the effort of the program is in the inexact 
matching of the template forms to the ruler (or "fuzzy matching" 8% the 
fashionable phrase now is. ) That does not mean the satislttction of the 
restrictions on the variables in the rules----that is not fuzzy, but the 
closeness requirements on subformulas in template forms and rules. This always 
involves decomposing formulas into c s e  parts , as on the tree diagram earlier, 
and matching some but not all the bronche6 ---this it a process analogous that 
sketched by Minsky [ 2 ] as "matching frames by matching their terminsls". 

In the present case a chain with two inference rules is set up as followc: 

[ t i t  is good] T2 

[animate2 wants ?it] using rub 12 



[animrta2 taus=-to-mva $it] using rule II 

[ John drank wine] E l .  by fuzzy match to 11. 

Hence template no& "wino" md Pit are fuzzy matched, because of tho fuzzy match 
of thr last two liner of tho chain, thus so referring the pronoun "it". It is vlrturlly 
certain, an rlwrys, that th r re  wodd be chains yielding othor pcroible ~ n t w e r -  
referents, bul none with chains shorter than this om. 

The system described cannot be considered in any wry adequately 
tested , partly because no one has any very clear idea of what conntitutes 8 test in 
this area. But even to qualify, the bas~c mode must be shown to be stable under o 
considerable vocabulary and range of senses for words, and the extended mode 
must be shown to be determinate with a decent sized inventory of CSIRe. 
The present(snd-1973) vocabulary is 500 words yet, tbugh omell, it is to my 
knowllrdge Iha Iargert of m y  oparating deep-structure semantic analyser. At 
present, the progrem swaps in two large ecre images of 46K and 50K respectively, 
plus two small onss of 5K each ,all under control of a SAiL program. A 
trouble-free paragraph of text is process%d in &bout 6 cpu seconds, while a quite 
eimple sentence requiring inference chaining of the sort just described may 
require that sort of time by itself. 

I think the use of the shortest possible CSlR chain ean be defmded @il an 
extension of semantic preference used in setting up Ihe basic rsprwentrtion. That 
preference was justified 8% an opting for tha Hsemanticslly densest" interpretation 
which was, I clarimed, the one "with the I r ~ s t  mesning"(in the sense in which s 
string of random words carries the maximum possible information). Similarly, the 
shortest chein of inferences also minimisas the information in play, and introduces 
the least extraneous inductive information into the system. It is clear that swh  I 
notion of information based choice is ultimttely inadequate. We only h w e  to 
comider a sentence like "I was named after my father" where i t  seems clear thst 
we exclude one interpretation simply because it eontains virtually no information 
at all. This alone shows there must be some qualification to a "minimising 
information" theory. 

in this paper, and its predecessors, much emphasis has bean placed on ths 
template as a device to be parsed onto real text, because tha subject 
investigated in this paper cannot be tresird in isolation from an adequate iinguisiic 
base system. The inferring of a correct interpretation is intimately r e l r t d  l o  
the systemztic exclusion of eompoting interpretations, and any system that &as not 
allow realiatie ambiguity of sense and structure in at tha start can hardly rppreciats 



t h ~ s  potnt. I here developed efaewhsrr 10 1 m skt rs t  view sf meaning slang 
these lime: that to hms  msanlng n f iri ly to hwe  one meaning RATHER THAN 
ANOTHER Or, put another wsy, hwing menin$ eerrnttally i nw l vm prwdhire, for 
the exclusion of altern~tiue interprets* Thir, 1 believe, ir the rawiduasl t r d h  
lu rk~ng beneath the "prwedurrl vlsw of me8nin&", u t h e r s  whlsh w b n  taken s 
face v a l w  is prtently false 

Another important aspect of th* syatsm is that i t  hct I uniform 
representafion and inference system r t  all stages of operation: there is nc 
convantional dtvision into syntactic, semmttc and deductive or knowledge prckatr. 

There has been no space in tksl paper for comp&risone with i b  work of 
others, though the similarity of the task %scribed here for the extended moda to 
the work of Charniak [ 1 I will be obvicuc. There are Overall $imi!aritios of aim and 
assumptions ,too, with the work of Schrnk [ 5 ] and Winograd[ 12 1. One msin 
difference of emphasis is the notion of preference. If there is such I notion in 
those works i t  is hidden away in Ihs "hrcks" and not brought to th. fore where if 
belongs,To my knowledge the only 0 t h  author who has emphaoired !he notion, 
though in a quite different context, is  Quillian [ 4 1. 
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Abstract 
-7 

A £ o m  of information processing model known as a '"reduction system" 
(PS) is described. A PS is a set of rules each of the form C => A 
meaning that in the circumstances specified by C the subject performs 
action(s) A. PSs have certaic advantages over other forms of model that 
make them especially suitable for describing cognitive development. 
This paper discusses their merits, with examples drawn from research into 
children's seriation behaviour. 

Keywords: production systems, cognitive development, Piaget, protocol 
analysis. 

1. Introduction: Production Systems 

Comparisons have been drawn between computer programs and aspects of 
human behaviour since the late 1950s, but in recent years the nature of 
this relationship has been changing. As Klahr (1973b) points out, 
information processing models can be viewed at three levels ranging from 
the metaphoric to the concrete; it would seem that computer models have 
over the years been migrating downwards through these levels. At first, 
computer simulation studies merely used the general ideas of programing 
as a source of metaphors (e.g. Miller, Galanter & Pribram, 1960) or 
contented themselves with exploring the theoretical possibilities (e.g. 
Hunt, Xarin & Stone, 1966). Since then, however, an extensive theory of 
human problem solving has emerged which yields information processing 
models closely tied to the details of the behaviour actually observed 
(Yewell h Simon, 1972). Research in this area typically proceeds by the 
close analysis of an extended protocol of problem solving behaviour, 
followed by the construction of a model to reproduce the protocol as 
faithfully as is practicable. 

A central technique in Eiewell & Simon's theory is the use of 
"production systems" to capture the regularities in a subject's 
behaviour. A production system (PS) is a set of rules expressing what 
the subject does under what conditions. Each rule is a condition-action 
statement of the form C => A,  and means si~ply that in the circuirstances 
specified by C the subject performs action(s) A .  As a simple exaeple, 
Sewell & Sinon give the following PS to describe the behaviour of a 
therrcostat intended to keep the temperature of a roo= between 70' azii 72': 

Thl: Temperature <70° and Furnace = off => Turn-on [furnace! 

Th2: Temperature >72O and Furnace = on => Turn-off [Furnace? 

The action on the right hand side of Thl applies whenever the condition on 
its left is satisfied, and similarly for Th2. 

The / 



/The first work to make use of PSs was concerned with the analysis of 
verbal protocols gathered from adults tackling symbolic problems in 
cryptarithmetic, formal logic and chess (Hewell k Simon, 1972). And 
more recently, this line of work has led to attempts to model the control 
of short term memory (Newell, 1973a), the interface to the perceptual 
system (Newell, 1972; Klahr, 1973a), and the coding of visual information 
(Baylor, 1971). 

However, this paper will focus on a different application of PSs: 
their use in describing the course of cognitive development. Cognitive 
development is among the potentially most fruitful topics to which the 
new information processing techniques are applicable (e.g. Farnhaur 
Diggory, 1972). In part, this is because information processing 
psychologists have begun to recognise the significance of Piaget's 
developmental analysis of "genetic epistemology" (Piaget k Inhelder, 1969; 
Elkind 8 Flavell, 1969). But Piaget's formulations tend to remain at a 
rarified level of abstraction and, as has often been noted, it is hard to 
bring them into close contact with actual behaviour. This is especially 
frustrating from an information processing point of view, since Piaget 
seems so nearly to be talking in process terms. He deals with 
"representations", his "schemata" can be identified at least tentatively 
as fragments of program, and many of his observations seem to demand a 
processing explanation. Providing such an explanation consists of more 
than a mere "working out the details" of Piaget's theories. It involves 
the challengingtask of designing information processing models of 
cognitive development, based on Piaget's notions (modified where necessary), 
which serve both to explicate those notions in concrete terms and to 
square them with the observed facts of human development. 

This paper, then, summarises the case for PSs as tools in the 
investigation of cognitive development. We begin by presenting a PS to 
model a child's performance on a Piagetian task. After that we will 
discuss the merits of PSs, making use of examples from the literature to 
illustrate the main points. 

2. Example: a PS for Seriation 

All oyr examples will be drawn from research into the task known as 
seriation. In a typical len th seriation problem, a child is shown a & jumble of wooden blocks of different lengths and has to arrange them in a 
straight line in order of size (thereby forming a staircase-like pattern). 
In the analogous problem of weight seriation, the blocks are all of the 
sane size but differ in weight. Usually the difference is not directly 
perceptible, and the child has to use a balance to compare the blocks. 

Seriation was introduced into the literature by Piaget, two of whose 
books report studies dealing with the task (Piaget, 1952; Inhelder & 
Piaget, 1964). For Piaget, the ability to seriate is of great 
importance for the child and underlies many of the other operations of 
concrete thinking; for instance, seriation and classification together 
prcvide the twin suppcrts on which the child's (or the adu!:'~) 
ccnceptior. cE nucber is based. 

* We will therefore not have occasion t o  deal with I : l t h r  & !caiizcels 
(1972) PS anzlysis of the Piagetian class inclusion prcb!em.. 
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/As with t he  o ther  concrete-operstiunal s k i l l s ,  P iaget  d iv ides  the 
development of s e r i a t i m  i n t o  Sbree =in s tages .  A ch i ld  a t  Stage I 
i s  unable t o  const ruct  an ordered l i n e .  A t  f i r s t  he simply a l rgns  the  
blocks i n  an a r b i t r a r y  order.  Later he may cons t ruc t  two o r  more shor t  
s e r i e s  which he cannot combine, o r  e l s e  a a i n g l s  s e r i e s  w i t t i n g  some of 
the blocks. Stage I1 i s  the  Level of "erapirical ser ia t ion" .  A ch i ld  
a t  t h i s  s t age  succeeds i n  bui ld ing an ordered s e r i e s ,  but does so  by 
wbt Piaget  c a l l s  " t r i a l  and error";  t h a t  i s ,  by repeated rearrangement 
of the blocks i n  t he  l i n e  being b u i l t .  "Operational" s e r i a t i o n  makes 
i t s  appearance i n  Stage 111. A Stage I11 ch i ld  s e r i a t e s  by choosing 
the blocks i n  order of s i ze ,  and const ruct ing  the  s e r i e s  s t ep  by s t e p  
from the  smal les t  block, say, to the  l a r g e s t .  It i s  a t  t h i s  s t age  too 
t h a t  he i s  f i r s t  a b l e  t o  i n s e r t  fu r the r ,  in termedia te ,  blocks i n t o  an  
ex i s t i ng  s e r i e s .  

Let us  now look a t  a s e r i s i i o n  of s i x  blocka ca r r i ed  ou t  bv a f i v e  
year o ld  boy, Del. Figure 1 shows the  layout of t he  blocks from 

Figure 1: Layout of Del 's  s e r i a t i o n  

3 e l ' s  point  of view. The blocks ly ing  on the  t a b l e  drawn i n  so l id  
l i n e s  show the  i n i t i a l  conf igura t ion;  the  box-like s t ruc tu re  dep ic t s  
r>e f i n a l  s e r i a t ed  l i n e ,  with a l l  the blocks standing upr ight ;  and 
ti.e dashed o u t l i n e  represents  a block i n  a temporary intermediate 
pos i t ion .  Figure 2 presents  a sumary of Del's behaviour on the  task ,  
diviced i n t o  episodes each concerned with the p lac ing of one block. 
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F i g u r e  2: Summary of  De l ' s  s e r i a t i o n  

Examine 
Swi tch  A,  D 
Examine 
Swi tch  B,  D  
Examine 
Swi tch  C, D 
Examine 

S t r a i g h t e n  B, A 

It is n o t  ha rd  t o  sunmarise D e l ' s  s e r i a t i o n  t echn ique .  As f a r  a s  
t h e  c h o i c e  of  b l o c k s  i s  concerned ,  h e  s t a r t s  w i t h  t h e  b i g g e s t  b l o c k  i n  
Episode 1 b u t  t h e r e a f t e r  s imply  t a k e s  s u c c e s s i v e  b l o c k s  a s  t h e y  come t o  
hand, r e g a r d l e s s  of  t h e i r  s i z e .  (The one e x c e p t i o n  i s  i n  Ep isode  5, 
where Del  p i c k s  b l o c k  A i n s t e a d  of  t h e  n e a r e r  b l o c k  D). Each new 
b lock  i s  added t o  t h e  r i g h t  hand end of t h e  l i n e ,  and i s  accep ted  t h e r e  
provided t h a t  i t  p r e s e r v e s  t h e  o r d e r i n g  of t h e  l i n e  (Episodes 2 ,  4 and 
5 ) .  Otherwise t h e  new b l o c k  i s  swi tched  w i t h  i t s  neighbour and then  
re -eva lua ted  (Episodes  3 ,  0 ) ,  t h i s  s w i t c h i n g  be ing  r e p e a t e d  a s  o f t e n  a s  
n e c e s s a r y  (Episode 6 ) .  

F E C B D A  

F E C D B  A 

F E D C  B A 

F E D C B A  

S e f o r e  we look a t  the  PS t o  rro<e? t h i s  performance,  we r u s t  d e a l  
b r i e f i y  w i t h  a  coup le  of p o i n t s  t h a t  a r i s e  w i t h  " r e a l "  PSs. F i r s t ,  we 
a s s u c e  t h a t  behaviour  - t h a t  i s ,  a  p roduc t ion  r u l e  - i s  evoked always i n  
t h e  c o n t e x t  of soice a c t i v e  @. These g o a l s  a r e  o rgan ized  i n t o  a  
s t a c k ,  s o  t h a t  whenever a  new goa l  i s  s e t  up t h e  o l d  one is saved by 
be ing  "pushed down" on t h e  s t a c k .  And c o n v e r s e l y ,  vhen t h e  a c t i v e  goa l  
i s  s a t i s f i e d  i t  i s  "popped o f f "  t h e  s t a c k  and t h e  p r e v i o u s  g o a l  i s  
r e i n s t a t e d .  

Second, t h e  m a t t e r  of c o n f l i c t s .  Running a PS b a s i c a l l y  c o n s i s t s  
of r e p e a t e d l y  f i n d i n g  t h e  r u l e  !:hose l e f t  ha rd  c o n d i t i o n s  a r e  s a t i s f i e d  
a v d  then  e x e c u t i n g  t h e  a c t i c l s  c r  i t s  r i g h t .  But i t  c an  s o ~ e t i m e s  / 
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socetini.~ happen that two or nwre rules have their conditions satisfied 
at the same time, and the question then arises as to which of thec. to 
eS:oke. It is necessary in euch cases to have some way of resolving the 
conflict. The convention adopted here is to give priority to the rule 
whose conditicns are the most restrictive. The usual situation is that 
the conditions of one rule, R1,  are included in those of another, R2; 
in which case R2 is given precedence when both apply. We will meet 
several examples of this in just a moment. (Notice that other 
conventions are possible. For example, Baylor & Gascon (1974) order 
cheir rules by priority, and then always choose the highest-prio- 
rule vhose conditions are satisfied.) 

S1: Goal=ADD.ONE => Get.block [next nearest] 

T2: Goal=ADD.ONE & have.just IGet.block'd1 +> Change.goal.to [PLACE! 

P1: Goal=PLACE => Put.block.at [right] 

PG1: Goal=PLACE & have.new.configuration => Examine 

PG2: Goal=PLACE & have.just [Examine'd: %@ I=> Goal.satisfied [PLACE] 

PG3: Goal=PLACE & have.just [Examine'd: I=> Switch.blocks 

81: Goal <new> = SERIATE => Set.goa1 [ADD,OXE <first>] 

62: Goal=ADD.OhT (first) => Get .block [biggest] 

63: Goal=ADD.ONE <first> 8 have.just [Get.blocktdl 

=> Put.block.at [far left]; Goal.satisfied [AD?..OIiE! 

Figure 3. Producrlon systec for Eel's seriation 

Figcre 3 gives a PS to nodel Del's behavicur. It uses a fairly 
:-i _.._crca? ~ctation, 2r.d I hope that ~ o s t  of the rules are self-e~planatcr!~. 
- .  -. . .,,-es T! t'rrcug? T.? are concerned vith the cyclic kekaviour of getting 
'5:ccks frcz the pooi and adding then to the iine; P1 througt ?G3 goverc 
tbe icccal placing cf the blocks, and finally rules E l  to 63 deal with 
:he very first block. Rather than going through the whc:e PS and 
ex;:aining the function of ihe rules one by one, let us watch what happens 
"..-i-- ,... ,., a typical episode. 

S~ppose we pi~nge into the seriation at the heginning of Episode 3, 
vhec blocks F and C have already been placed. The top goal is SERIATE, 
and / 
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/and t h e  on ly  r u l e  a p p l i c a b l e  is TI ,  s o  i t  f i r e s  o f f  w i t h  t h e  r e s u l t  t h a t  
t h e  a c t i v e  g o a l  now becomes hDD.ONE. Now r u l e  6 1  i s  evoked, and Del 
reaches  o u t  and g e t s  hold of  t h e  n e a r e s t  b lock ,  E.  A t  t h i s  p o i n t ,  r u l e  
S1 s t i l l  has i t s  c o n d i t i o n  s a t i s f i e d ,  b u t  s o  a l s o  does  T2, which be ing  
more s p e c i f i c  than  S l  i s  t h e r e f o r e  t h e  n e x t  r u l e  t o  f i r e :  t h e  a c t i v e  
g o a l  now becomes PLACE. Rule P1 is  evoked, and Del moves block E  t o  t h e  
end of t h e  l i n e .  This  r e s u l t s  i n  a  "new conf igura t ion" ,  s o  r u l e  PG1 
f i r e s  ( t a k i n g  precedence over t h e  l e s s  s p e c i f i c  PI )  and Del examines t h e  
shape of t h e  l i n e  i n  t h e  v i c i n i t y  of  t h e  b lock  j u s t  added. The outcome 
s a t i s f i e s  t h e  c o n d i t i o n  f o r  r u l e  PG3, s o  he swi tches  b locks  E  and C. 
That swi tch  y i e l d s  another  "new conf igura t ion" ,  s o  PG1 f i r e s  and Del 
examines t h e  l i n e  aga in .  This  t ime r u l e  PG2 i s  evoked, s o  t h e  goa l  of 
PLACE is s a t i s f i e d  and i t  is popped o f f  t h e  s t a c k ,  r e t u r n i n g  Del t o  t h e  
c o n t e x t  of t h e  top  goa l  of SERIATE. And s o  on. I n  Episode 6 ,  r u l e s  
PG1 and PG3 f i r e  i n  a l t e r n a t i o n  no l e s s  than  t h r e e  t imes .  

3 .  Advantages of Product ion  Systems 

G e n e r a l i t y  a c r o s s  s i t u a t i o n s  

Why should anyone want t o  use  PSs? Thei r  p r i n c i p a l  methodological  
a t t r a c t i o n  i s  t h e i r  a b i l i t y  t o  cope wi th  minor v a r i a t i o n s  of t h e  t a s k  
(Newell, 1973b). A convent iona l  f lowchar t  model, because of t h e  
(psychologica l ly  unwarranted) d i v i s i o n  i t  imposes between process ing  and 
c o n t r o l ,  t y p i c a l l y  has  t o  be  s t r u c t u r e d  anew f o r  each exper imenta l  
c o n d i t i o n .  A PS, on t h e  o t h e r  hand, t o  s e r v e  a s  a n  adequate model of a  
s u b j e c t  must p r e s e n t  a  s i n g l e  process ing  system t o  handle a l l  v a r i a t i o n s .  
This  means t h a t  t h e  PS a n  experimenter  b u i l d s  t o  model a  s u b j e c t ' s  
performance i n  one s i t u a t i o n  a l s o  p r e d i c t s  h i s  behaviour i n  another .  
Thus t o  a  f a r  g r e a t e r  e x t e n t  t h a n  i s  t r u e  of convent iona l  p rocess ing  
models, a  PS can s e r v e  a s  a  m i n i a t u r e  " a r t i f i c i a l  s u b j e c t "  whose r e a c t i o n  
t o  d i f f e r e n t  experimental  manipula t ions  can  be e m p i r i c a l l y  explored .  

It is t h i s  p roper ty  of PSs t h a t  makes p o s s i b l e  t h e  experimental  
technique used by Young (1973). I n  t h a t  s tudy ,  t h e  emphasis was on t h e  
p o s s i b i l i t y  of o b t a i n i n g  empir ica l  suppor t  f o r  a  proposed a n a l y s i s  of a  
c h i l d ' s  s e r i a t i o n  a b i l i t y  by examining h i s  behaviour on a  v a r i e t y  of 
problems c l o s e l y  r e l a t e d  t o  t h e  o r i g i n a l  t a s k .  Thus t h e  PS t o  model a  
c h i l d ' s  performance on a  s t r a i g h t f o r w a r d  s e r i a t i o n  p r e d i c t s  a l s o  what 
w i l l  happen when he i s  asked t o  c o n s t r u c t  t h e  l i n e  o u t  of s i g h t  behind a  
sc reen ,  f o r  example, o r  t o  c o r r e c t  a  wrongly s e r i a t e d  l i n e .  So t h e  
r e s u l t s  of t h e s e  "probe" t a s k s  can  be used t o  a i d  and support  t h e  
a n a l y s i s  of t h e  primary s e r i a t i o n  task .  

A s e r i e s  of s t u d i e s  by Baylor and co l leagues  a t  t h e  U n i v e r s i t y  of 
? font rea l  i s  a l s o  c l o s e l y  concerned wi th  t h e  s i m i l a r i t i e s  and d i f f e r e n c e s  
between r e l a t e d  t a s k s  (Baylor & Gascon, 1974; Baylor & Lemoyne, 1973).  
I n  a d d i t i o n  t c  the b a s i c  l e n g t h  and weight s e r i a t i o n s  they used a t h i r d  
t a s k ,  the  hidden-length problen .  This is a g a i n  a  s e r i a t i o n  of l e n g t h ,  
but  ~ i : : ~  t h e  d i f f e r e n c e  :hat t h e  blocks used a r e  kept  hidden mosr of the 
t i r e  i r .s ide i s e n t i c a l  tubes .  The c h i l d  i s  allowed t o  have 30 nore than 
two b lccks  expcsed a t  any t i r e ,  so i n  t h i s  r e s p e c t  t h e  hidden-length 
:ask i s  s i r i l a r  t o  v e i g h t  s e r i a t i o n ,  i n  which only  two blocks can be 
compared a t  once.  Baylor 8 Lemoyne (1973) t a c k l e  t h e  i s s u e  of t h e  
" h o r i z o n t a l  d6calage" be:ween length  and weight s e r i a t i o n ;  i . e .  the  f a c t  
t h a t  a l though the  two tasks  have the  sane l o g i c a l  s t r u c t u r e ,  performance 
on one l a g s  behind the  ct t ier  by about two years .  Their i n v e s t i g a t i o n  of 
deca lage  r e s t s  on t h e  p o s s i b i l i t y  of w r i t i n g  a  s i n g l e  PS t o  node1 a  
s u b j e c t ' s  behaviour on a l l  t h r e e  of the  t a s k s .  F igure  Ir f a d a r t e d  frcn I 
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/from t h e i r  Figure 2) i s  p a r t  of such a PS. It shows how the  condi t ions  
and ac t ions  can be divided i n t o  a generic p a r t ,  common t o  a l l  three  tasks ,  
and a s p e c i f i c  p a r t ,  adapted t o  the p a r t i c u l a r i t i e s  of each. (PO, PB, 
and PF r e f e r  t o  the  Or ig ina l ,  Balance, and F ina l  pos i t i ons ) .  

Role of the  environment 

Unlike a f lowchart ,  the  e x p l i c i t  con t ro l  s t r u c t u r e  of a PS makes 
c l e a r  exac t ly  which dec i s ions  the  ch i ld  has con t ro l  over and which o the r s  
a r e  forced on him by the  environment. To see t h i s ,  consider a fragment 
of a flowchart  of the  form shown i n  Figure 5, which s imula tes  a ch i ld  
performing a c t i o n  A followed by ac t ion  8.  Why a r e  the  ac t ions  done i n  
the  order  A then 

Figure 5. Fragment of a f lowchart  

B ins tead of t he  o ther  way round? The flowchart provides no ind ica t ion  
whether the  sequence i s  decided by the  ch i ld ' s  problem solving processes,  
and i s  t he re fo re  "arbi t rary"  i n  the sense t h a t  B could equal ly  wel l  be 
ca r r i ed  o u t  be fo re  A a s  a f t e r  i t ,  or whether t he  order i s  determined by 
the  very na tu re  of the task ,  a s  would be the ca se  i f  A were the  ac t ion  
"pick up the  d o l l "  and B were "squeeze the  dol l" .  

But a PS exh ib i t s  d i r e c t l y  the f a c t o r s  t h a t  determine what ac t ions  
a r e  taken. Thus i n  the  PS of Figure 3 ,  we can see how r u l e s  l i k e  PG2 
and PG3 i s o l a t e  the i n t e r n a l  and environmental components. Both r u l e s  
demand t h a t  the  ch i ld  havejus t  performed an Examine, but they respond 
d i f f e r e n t i a l l y  t o  the shape of the  l i n e .  Baylor & Gascon (1974) devote 
considerable e f f o r t  t o  showing how a c h i l d ' s  s e r i a t i o n  technique uses 
f e a t u r e s  of t he  environment such a s  the "hole" l e f t  i n  a l i n e  of blocks 
when one of them i s  removed, and they f ind  t h a t  an increased f l e x i b i l i t y  
of response t o  a spec t s  of t he  environment i s  one of t he  themes 
c h a r a c t e r i s i ~ g  a c h i l d ' s  growing s k i l l .  

So a PS can represent  the  r o l e  of the  environment i n  governing the 
c h i l d ' s  behaviour i n  a way t h a t  a flowchart normally cannot,  For a PS 
presents  the s e t  of poss ib le  ac t ions  t ha t  the ch i ld  can take together with 
the b a s i s  on which he decides between them, whereas a flowchart or 
algorithm s t a t e s  only the  outcome of t h a t  decis ion .  This i s  important, 
s i nce  young chi ldren  a r e  usual ly  given concrete t a sks ,  such a s  s e r i a t i o n ,  
which invelve a high degree of i n t e r ac t ion  with the  physical  vor ld ;  and 
a l s c  becacse a  re-operational child r e l i e s  t o  a grea t  extent  on the 
enviroment  a s  a r  external  memory to  reduce h i s  c o g n ~ t i v e  load. 

Independence of ru l e s  

According to  Xewell % S:Lnon (1972) ,  "production s y a t e l s  a r e  the most 
honogeneo~s form of programixg organisa t ion  known". One consequense of 
t h i s  homogeneity i s  t h a t  a T S ' s  s b p l e  o r g a ~ i s a t i c n  as  a co l l ac t ion  of 
r u l e s  leads  t o  a correspond in^ s t ruc tb re  i n  t h e  r e s u l t i r g  behav iou~ .  Each / 
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/Each r u l e  r ep re sen t s  a f r a ~ c n t  of p o t e n t i a l  a c t i v i t y  t ha t  i s  ia 

meaningful co~~ponen t  of the  t o t a l  problem solving process.  As o r e s u l t ,  
individual  production r u l e s  f requent ly  possess a  kind of l oca l  
p l a u s i b i l i t y  t h a t  makes then i n t e l l i g i b l e  i n  t h e i r  own r i g h t ,  r ega rd l e s s  
of which o the r  r u l e s  a r e  present .  This makes i t  eas i e r  t o  see how the  
ch i ld  could have acquired thein individual ly .  In  Figure 3 ,  f o r  example. 
each of t he  r u l e s  can be seen a s  r e f l e c t i n g  some p a r t i c u l a r  aspect  of the  
s e r i a t i o n  t a sk .  Rule T1 i s  a spec i a l i s ed  vers ion of a  general  r u l e  
saying something l i ke :  "If you want t o  do something t o  each of a  s e t  of 
ob jec t s ,  do i t  to  one of them"; the  r u l e  keeps applying u n t i l  there  a r e  
no ob jec t s  l e f t .  S imi lar ly ,  T2 seems t o  make sense independently of t h i s  
p a r t i c u l a r  s e r i a t i o n  context.  (Kamely: i f  one i s  t ry ing t o  extend a  
l i n e  and he  has a  block i n  h i s  hand, then he should place it i n  the l i n e ) .  
And so on; the  completion of t h i s  exerc ise  can be l e f t  to  the r eade r .  

The s t r u c t u r a l  independence of production r u l e s  has two consequences, 
both of considerable psychological  import. F i r s t ,  from the sub jec t ' s  
point  of view, i t  removes the  need f o r  se l f -programing:  the  r u l e s  
r e l evan t  t o  a  s i t u a t i o n  a r e  simply evoked when t h e i r  p a r t i c u l a r  condi t ions  
a r e  s a t i s f i e d .  But from the  i n v e s t i g a t o r ' s  point  of view i t  means t h a t  
var ious  s e t s  of r u l e s  can be combined f r e e l y  t o  form working PSs. Young 
(1973) provides a  dramatic example of t h i s  f l e x i b i l i t y .  There a  
c o l l e c t i o n  of r u l e s  i s  presented,  var ious  subsets  of which form PSs which 
reproduce the  d i f f e r e n t  s e r i a t i o n  methods and pre-ser ia t ion  phenomena 
noted by Piaget .  Some of t he  r u l e s  a r e  concerned with episodic  behaviour 
of t ry ing  the  blocks one by one - l i k e  r u l e s  T1 t o  T2 i n  Figure 3 - and 
they have t o  appear i n  any PS f o r  s e r i a t i o n  (or p re - se r i a t i on ) .  But 
provided these  r u l e s  a r e  included, almost 9 se l ec t ion  of some o r  a l l  of 
the remaining r u l e s  y i e ld s  a  vorking, psychologically p l aus ib l e  PS f o r  
(pre- )ser ia t ion .  With the  conventional form of model, the  idea of 
providing such a  "ki t"  - which serves  t o  speci fy  an  e n t i r e  space of 
s e r i a t i o n  processes a s  mere c o l l e c t i o n s  of i t s  p a r t s  - seems unthinkable.  

Incremental growth 

Perhaps most important f o r  the  understanding of development i s  the  
f a c t  t h a t  t he  independence of the  individual  r o l e s  makes i t  poss ib le  t o  
extend a  PS incrementally simply by adding new ones.  For i n s t ance ,  t o  
r e tu rn  f o r  a  moment to  the  simple thermostat  described above, we can 
e a s i l y  add a  =ore advanced f ea tu re  to take spec i a l  ac t ion  when the 
temperature f a l l s  too low, merely by adjoin ing t o  Thl and Th2 the new 
r u l e :  

or whatever . 
In a  s imi l a r  ve in ,  Figure 6 shows a  hypothet ica l  sequence of PSs, 

each d i f f e r i n g  from the one before  s inp ly  by the addi t ion  of one or two 
rev r ~ l e s .  I t  represents  a  hypothet ica l  ch i ld  whc i n i t i a l l y  car. only 
arrange the blocks in  a  l i n e ,  but then g ra lua l ly  acquires the ra!cs t h a t  
leai h i u  through one o r  more of the observed p r e - s e r i a t i m  phenozena, c!: 
to simple s e r i a t i o n ,  and f i n a l l y  reore r e l i a b l e  s e r i a t i o n .  
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E l :  Coal  <new> = SERIATE => Set .goa1  [ADD.ONE < f i r s t > ]  

S1: Goal=ADD.ONE => Get .b lock  [nex t  n e a r e s t ]  I 
T2: Goal-ADD.ONE & have. j u s t  [Get .b lock 'd l  => Change .goa l .  t o  [PLACE] I 

PGl: Goal=PLACE & have .new.conf igura t ion  => Examine I 
P2: Goal=PLACE & h a v e . j u s t .  [Examine'd: < too  b i g > ]  

=> R e j e c t  .b lock ;  Goal . f a i l e d  [PLACEI C  

PG3: Goal=PLACE & h a v e . j u s t  [Examine'd: I=> Swi tch .b locks  

F i g u r e  6 .  H y p o t h e t i c a l  sequence of  p r o d u c t i o n  systems 

D 

S2: Goal=ADD. ONE => Get .b lock  [ s i m i l a r  t o  l a s t ]  

Some d e t a i l s  have been  o m i t t e d ,  b u t  roughly ,  r u l e s  T1 through P I  
c o n s t i t u t e  a  PS t o  b u i l d  t h e  b l o c k s  i n t o  a  l i n e  w i t h o u t  regard  f o r  s i z e  
( s e e  l o c a t i o n  A i n  F i g u r e  6 ) .  Next t h e  c h i l d  a c q u i r e s  t h e  i d e a  of 
s t a r t i n g  w i t h  t h e  b i g g e s t  - o r  a t  l e a s t ,  a  b i g  - block ;  t h i s  i s  
r e p r e s e n t e d  by t h e  a d d i t i o n  of r u l e  B 2  Q o c a t i o n  B ) .  At t h i s  p o i n t  t h e  
c h i l d  i s  s t i l l  c o n s t r u c t i n g  a n  unordered s e r i e s  cor responding  t o  P i a g e t ' s  
S t a g e  1 .  However, he n e x t  b e g i n s  t o  s a t i s f y  t h e  o r d e r i n g  requ i rement ,  
a t  l e a s t  encugh t o  examine each  b lock  a f t e r  adding i t  t o  t h e  l i n e  and 
r e j e c t  i t  i f  i t  i s  t o o  b i g ;  t h i s  i s  expressed  by t h e  a d d i t i o n  of r u l e s  
PGl and P 2  ( l o c a t i o n  C). At t h i s  p o i n t  he i s  c o n s t r u c t i n g  p a r t i a l  
s e r i a t i o c s  v i t h  sone of  t h e  b l o c k s  o m i t t e 6 .  Perhaps  he next  a c q u i r e s  a 
s i n p l e  c o r r e c t i o c  t e c h n i q u e ,  t h a t  of swi tch ing  an s v e r s i z e  5 lock  w i t h  i t s  
ne ighbour ,  by a d d i t i c n  of r u l e  PC3 ( I c c a t i c n  D ) .  Like  Del ,  he c a n  now 
s e r i a t e  s u c c e s s f u l l y  p rov ide?  t h a t  t h e  t r lccks a r e  r,ct too n u r e r o u s :  h i s  
performance would be c l a s s i f i e d  by P i a g e t  a s  S tage  Ii, t r i a l - a n d - e r r o r  
s e r i a t i o n .  F i n a l l y  we may suppose t h a t  having acqu i red  r u l e  S2 be  beg ins  
t o  choose b l o c k s  a c c o r d i n g  t o  t h e i r  s i z e  ( l o c a t i c n  E ) .  F i s  s e r i a t i o n  
t e h a v i o u r  then  appears  more o r  l e s s  " o p e r a t i o n a l "  depending on t h e  
accuracy  of  h i s  s e l e c t i o n .  The c o n b i n a t i o c  cf a r  a t  l e a s t  approximately 
c o r r e c t  s c L e c t i o n  ( r u l e  S 2 )  wit?; a  r e a n s  f o r  c c r r c c t i : ; ~  s l  ig!:"irrilrs 
!PG3) nean8 t h a t  he i s  now a b l e  to  s c r i n t i ,  hlccks b ~ t h  harder  t o  / 

E  
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/to dissri=.irate and more numerous than before. 

It is of course true that this sequence does not provide an 
explanation of development, since nothing has been said about the origrn 
of the new rules. But it is a necessary first step towards such an 
explanation, for it shows hok the description of a child's ability in 
terms of PSs reveals the gradual, cmulative progression underlying the 
striking (and discontinuous) changes in his overt performance. The next 
step is to understand how he acquires these rules from the regularities 
in his existing behaviour. 
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