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Foreword from the Convention Chairs

The AISB’11 call for symposium proposals particularly  encouraged events drawing more strongly 
on the cognitive science aspect of the AISB remit. The result is a coherent programme with a very 
strong interdisciplinary  character, which is also matched in the choice of plenary speakers. The 
three symposia looking at the interaction between Computing and Philosophy, the prospect of 
machine consciousness and the quest for a new, comprehensive intelligence test, form a coherent 
unit where the eternal questions of who we are and what makes us so are asked from a dual Human-
Machine perspective. The Symposia on Active Vision, Computational Models of Cognitive 
Development and Human Memory  for Artificial Agents demonstrate how better understanding of 
the nature and basis of cognitive processes can advance work on Artificial Intelligence and, 
inversely, how computational models of these processes can help better to understand them. The 
prominent multi-agent design and modelling paradigm links the Symposium on Social Networks 
and Multi-agent Systems with the one on AI and Games. Finally, the Symposium on Learning 
Language Models from Multilingual Corpora, which brings together some of the first attempts in 
this area, can also be seen through the prism of such a general notion in Philosophy and Linguistics 
as semiosis, and the dual role of sign and interpretant that text plays in translations.

We are delighted that after another ten successful years in its long history, the AISB convention is 
returning to the University  of York. The 2011 convention takes place on the brand-new Heslington 
East campus, the result of a multi-million pound expansion that  is now the new home of the 
Department of Computer Science, and hosts the Excellence Hub for Yorkshire and Humber, a new 
incubator for interdisciplinary research and interaction between academia and industry. The last few 
years have seen a strong involvement of the Computer Science Department in such interdisciplinary 
collaboration through the York Centre for Complex Systems Analysis (YCCSA), and we hope that 
this convention will provide a boost for more synergy between York departments, with other 
institutions conducting AI-related research in the region, and beyond. As the programme shows, we 
have also made an effort to promote cooperation with industry and use the convention to support 
school outreach. The convention format makes it  perfect for establishing dialogue and collaboration 
in new areas of research, as well as across disciplines, and we hope that this year, it will play again 
this role to the full. We want to thank everyone who has contributed to it or otherwise made this 
event possible and wish all participants a fruitful and enjoyable time in York.

Dimitar Kazakov and George Tsoulas
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Machine Consciousness as a field: Its 
purpose, recent history and present 
 

The field of research called Machine Consciousness 
(MC) – or if you prefer artificial or synthetic 
consciousness - might date its existence from almost 
exactly 10 years before this workshop – actually May 
2001 – when the Swartz Foundation organised a 
workshop called ‘Can a machine be conscious?’ The 
detailed early history as a field is detailed in Holland´s 
2003 editorial introduction [1] to the first journal special 
issue – for the Journal of Consciousness Studies – on 
Machine Consciousness. It is instructive to look back at 
this special issue, and Holland´s introduction, to see both 
some of the continuities of the field and some of what 
has changed.  

An ongoing problematic is that there is still no firm 
agreement on what the aim of the field is. For many 
researchers, certainly from the first wave of papers, the 
idea was to build actually conscious machines. Cotterill, 
in the original JCS special issue, articulated this well 
when he wrote that “a step toward realizing the long-
cherished dream of creating Homo silicens: 
consciousness in a computer” [2].  

Others have different ideas about the purpose and utility 
of the field. It might be that its main purpose is to help us 
understand the nature of consciousness by modelling 
naturally occurring consciousness? [3]  Or perhaps to 
help us specify the content of consciousness? [4]. In part 
– but only in part – these divisions can be reduced to 
whether we are speaking of “weak” or “strong” MC 
research [3, 5]. 

It is a point of historical debate as to whether the field of 
MC should be considered as broadly continuous with its 
parent field of artificial intelligence or whether it should 
be considered as a bold departure. Perhaps while 
Artificial Intelligence was concerned merely with 
intelligence, which turned out to be multiform, MC has 
focused in on a much more specific cluster of questions 
about how one might build, or use simulations or robotic 
models to understand, minds that there is something it is 
to be like. This point turns on whether we suppose that 
consciousness is co-extensive with intelligence of a 
certain order, or whether one could build a machine of 
high – perhaps human level – intelligence which 
nevertheless should not be considered conscious. 
Questions on this point are far from resolved, and are 
taken up at our conference by Torrance in his paper: 
Would a super-intelligent AI necessarily be (super-) 

conscious? (this volume). Torrance poses many tough 
questions to MC researchers and maps out a series of 
positions one might take on the matter. Recalling 
Cotterill´s notion of the “long-cherished dream” it is an 
interesting to consider whether machine consciousness 
has made progress over the last ten years either toward 
building actually conscious machines – and here we must 
note that some would not consider this progress, e.g. [6] 
– or indeed whether we have made progress toward 
understanding (natural) consciousness. 

The present workshop on MC follows on from two others 
organised as part of AISB annual Conventions, at 
Hertfordshire [7] and Bristol [8]. A special issue of the 
Journal of Consciousness Studies followed, with papers 
based largely on contributions to those workshops [9] .  
Being asked once again – five years after the last one – to 
organise a workshop on MC for an AISB Annual 
Convention gave us the opportunity to consider how the 
field has changed in the last five years and more 
importantly, perhaps, where it might be going. We 
should note that in the JCS special issue we identified 
two core themes that many of the papers addressed: 
Imagination and Embodiment. It remains to be seen how 
dominant these themes are this time round.  The 
Imagination theme was certainly seen previously by 
many researchers to be central to understanding 
consciousness and to its implementation in machines 
[10],[11],[12],[13].  

The other focus, embodiment, centred on the proposition 
that, for a machine to be actually conscious it was not 
enough for that machine to be implemented in silico but 
that it also had to be embodied, in some sense, and 
dynamically interacting in the world. Yet – as several 
papers pointed out at the time, especially [14] and [5], 
quite what the right sort of embodiment should be 
remained a difficult question. These themes are by no 
means passé as we shall see below. They may well also 
be touched on by our invited speaker Murray Shanahan, 
whose new book Embodiment and the inner life: 
Cognition and Consciousness in the Space of Possible 
Minds [15] considers these themes. 

Ten years down the line from the Swartz foundation 
workshop, and five years after the previous AISB 
conference, the field appears to have made great strides 
forward, with the creation of a new journal – the 
International Journal of Machine Consciousness – and 
several rather advanced research programmes: a number 
of these are represented in papers in the present 
Proceedings. MC has even taken a central role in one of 
the prominent introductions to the field [16]. Yet it seems 
worthwhile to try to ask: what progress has MC actually 
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made over this period? Was its principal advance to 
further elaborate existing theories? Or was it seeking to 
pioneer new ground empirically and/or theoretically?  It 
also seemed worth discussing how MC fitted into a wider 
discussion of the place of consciousness in nature, and 
how machine consciousness research relates to the 
programmes of cognitive psychology and neuroscience, 
as well as to “mainstream” AI. It was largely because it 
gave us an opportunity to put these questions on the 
agenda that we decided it was right to organize another 
AISB workshop. 

Here are some of the themes that seem to be emerging 
for discussion in this workshop, on the basis of 
contributions received. 

Global Workspace as a Model for MC 
 

Perhaps one of the most advanced frameworks so far 
articulated is Franklin et al´s LIDA. The LIDA model is 
explicitly grounded in one of the most widely recognised 
theories of consciousness, namely Baars’ Global 
Workspace Theory [17, 18] [see also 15]. Ramamurthy 
and Franklin’s contribution for this volume appears to 
cohere well with that suggested for weak machine 
consciousness approach.  Rather than making strong 
claims that IDA  is actually phenomenally conscious, it 
helps elaborate a more detailed and articulated version of 
the Global Workspace Theory – and might also help to 
show the theory’s relation with other theoretical 
approaches. The authors note, for instance, that the LIDA 
model implements aspects of “situated cognition, 
working memory, memory by affordances, long-term 
working memory, Sloman´s H-CogAff and transient 
episodic memory.” Demonstrating that aspects of such 
theories can be implemented within a single cognitive 
model is unquestionably an impressive feat. It is less 
clear what the explanatory status of such models is and 
indeed the question of what explanatory role of MC 
research more generally is a question we hope to probe 
further at the conference.  

Raizer, Paraense and Gudwin et al (this volume) also 
provide a contribution that is inspired by the 
Baars/Franklin LIDA model.  Their research focuses on 
building a variety of artificial creatures with varying 
cognitive architectures, each of which exemplifies a 
certain level or degree of consciousness (as defined in 
“consciousness scales” such as the one developed by 
Arrabales et al. in their ConsScale [19].  Raizer and 
colleagues base their models on the Baars-Franklin 
functional framework.  They are proposing to produce a 
series of progressively more complex models of 
conscious agency, utilizing the conception of the 
different evolutionary stages represented in the human 
brain (reptilian, paleomammalian, neomammalian) 
developed by McLean [20].  

	
  

Information Integration 
 

Another major theme of papers at the conference is 
information integration. Information integration [21] has 

been one of the strongest candidates for an empirically 
testable notion of consciousness – and arguably one that 
synthetic approaches might directly address. It sets out to 
capture the intuition that the fine-grained nature of 
phenomenal consciousness can be regarded as both 
informative and explanatory. Unlike almost all other 
theories it makes strong predictions about which systems 
are conscious and in principle makes possible the 
development of straightforward measures of 
consciousness. 

The paper from Aleksander and Beaton  (this volume) 
looks more strictly at what the predictions of the existing 
information integration approach might make. 
Aleksander and Beaton argue that neither version of 
Tononi´s information integration theory ([22](Tononi 
2008) provides an adequate account of how information 
is both integrated and differentiated within 
consciousness.  They make concrete proposals to address 
this problem. 

Gamez (this volume) looks at how a more developed 
version of the information theory might be tested, 
namely: 

1. Select a system that is known or commonly 
agreed to be conscious. 

2. Measure the information integration of the 
system. 

3. Measure the consciousness of the system. 
4. Identify correlations between information 

integration and consciousness. 
5. Test predictions made by information 

integration about the consciousness of the 
system. 

Of course this appears to presuppose an independent 
measure of consciousness, which is arguably what we are 
looking for information integration to do in the first 
place. Several of these do exist (see Arrabeles’ and 
Gamez´own previous work).  It should also be noted that 
it is not clear to what extent or how information 
integration approaches can help us determine the content 
of a particular experience (see the discussion of synthetic 
phenomenology, below).  And even if information 
integration could be established to be a sufficient 
condition for consciousness, rather than only being a 
correlate in the presence of some further, enabling 
condition (such as embodiment, or situatedness – see the 
final section), there would still be room to question it as a 
necessary condition.  That is, it appears that one could 
not infer, without further support, the absence of 
consciousness based on a low degree of information 
integration.  Finally, there is reason to doubt some of the 
applications that Gamez envisages.  For example, many 
deny that there is a distinct phenomenology for 
intentional states such as intentions.  If they are right, 
then information integration-based mind reading would 
be of little use to the courts, at least along the lines 
Gamez proposes. 

Despite the plausibility of the idea that information 
integration may be central to constituting some basic 
form of consciousness, many researchers seem convinced 
that human (and perhaps much animal) consciousness is 
structured by a fundamental division in representational 
space between self and non-self. Such a division might 
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play a role in constituting any sort of consciousness, or 
alternatively conferring a more elevated form of 
consciousness that we might call subjectivity. This 
conceptual division, as seen in theoretical models 
proposed by Damasio and Metzinger, has inspired 
several machine consciousness researchers to investigate 
self-models. 

Instantiating Self Models 
 

The idea that self-modelling systems might be central to 
at least certain orders of consciousness is one which has 
been central since the first volume on machine 
consciousness [23]. Holland´s work pioneered the self-
model approach to machine consciousness but linked 
self-models directly to the problem of controlling and 
maintaining a motile body (an approach pioneered 
theoretically by Damasio and Metzinger). Since 
Holland´s original work there has been a plurality of 
suggestions both on how self-modelling might feature in 
consciousness research and what sorts of models might 
be most useful. The idea also figures in a number of 
contributions to this workshop.  Kinouchi et al, 
Ramamurthy and Franklin, Sanz et al, and Taylor all use 
the idea of self-modelling in different ways. It should be 
noted however that in Metzinger´s work – which was one 
source of inspiration for Holland´s models – having a self 
was not even a necessary component of being conscious, 
rather it figured in a particular advanced configuration of 
consciousness: subjectivity. 

According to Damasio´s approach to self, the core 
stability necessary for an ongoing self is based in the 
body’s need to maintain life within the rather narrow 
confines of viability [24]. His basic typology – core self, 
minimal self and extended self – has been taken as an 
eminent target for  modelling, although it is difficult to 
say how much can be learnt from these models in the 
absence of a body. (Of course this once again raises the 
question of what sort of body is needed? The problem of 
embodiment is never far away.). 

There are several attempts to develop versions of this 
approach in evidence for the 2011 conference. The first 
of these, by Kinouchi et al. (this volume), offers a model 
of ‘primitive consciousness’ from which self emerges in 
a “logical space”. The design is based on an autonomous 
system of six interacting modules: a perception module, 
an integration module, a motor control module, an 
episodic memory module and a working memory 
module. Because at this stage the authors have designed 
only an abstract model yet to be implemented, it is 
difficult to say whether the abstract informational 
structure of the “self-model” will be tied to any robotic 
instantiation or embodiment. Certainly some other 
researchers appear not to think this is necessary to 
demonstrate useful results. 

One of the more interesting attempts to use self-
modelling approach inspired by Damasio can be found in 
the paper by Ramamurthy and Franklin. This work 
extends the much discussed LIDA system which  - as we 
have seen - is articulated within a Baars GWT 
framework. The paper presented here seeks to marry this 
approach to the ideas of self-models as understood by 

Damasio. One perhaps surprising aspect of this, given 
that Damasio´s own approach is closely tied to biological 
systems, is that LIDA has a core self which is entirely 
modelled in silico; and, in contrast to the robotic work 
we have just discussed, the “proto-self” appears to be 
based on no robotic embodiment. How compatible this 
approach really is with Damasio´s model is therefore a 
matter for debate. For Damasio the proto-self was based 
firmly on the processes in a biological body. Although an 
in silico model can in some sense clearly be produced, it 
remains unclear what the explanatory significance of 
such models are. Are they supposed to act as tests of 
theory? Or as ways of elaborating the theory in more 
detail? When is a self-model the right sort of self-model?  
Answering the latter question seems some way off 
although perhaps the models discussed at this workshop 
will help clarify this issue. 

 

Phenomenology and functionality 
 

Closely related to the strong/weak MC issue mentioned 
earlier on is the relation between functional and 
phenomenal consciousness.  Since Block introduced this, 
or a closely-related, distinction [25] there has been a lot 
of discussion of how far MC research can accommodate 
such a distinction, and to what extent MC research is able 
to do justice to our full phenomenology, as opposed to 
certain limited functional aspects of our consciousness 
[26]. There are a number of positions that can be taken 
here, of which the main ones are: (1) that the 
functional/phenomenal consciousness distinction is not a 
valid one; (2) that the distinction is valid, but that MC 
systems could be produced with both kinds of 
consciousness; and (3) that MC can only make progress 
on modelling or instantiating functional consciousness. 
Many MC researchers defend position (1), but some 
defend (2), and some will even agree that (3) may be the 
case. 

Defending position (3) is one way of articulating the 
view that strong MC is not achievable.  In his 
contribution, Torrance (this volume) makes a number of 
points in support of (3), in particular arguing that 
ascribing phenomenal, as opposed to functional, 
consciousness to a being (natural or artificial), has certain 
ethical ramifications:  we would expect that conscious 
artificial agents should be accorded certain moral rights 
(and even responsibilities) which we would not be so 
ready to accord to beings that ‘only’ had functional 
consciousness. However he agrees that this is still very 
much an open issue, and he points out that this puts some 
responsibilities in turn upon MC researchers, especially 
in relation to possible ‘superintelligent’ beings, as 
predicted by singularity theorists, as their super-human 
cognitive abilities may imply that they also have super-
human kinds of consciousness, and hence, perhaps, 
super-human ethical claims.   

Taylor’s paper (this volume) also argues for a clear 
distinction between functional and phenomenal 
consciousness.  He discusses his CODAM system 
(Corollary Discharge of Attention Model – see [27]) in 
relation to different levels in which attention may be 
manifested in the control systems of kinds of agents.  As 
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with Raizer and colleagues, he takes an evolutionary 
perspective, and argues in some detail, that phenomenal 
consciousness, or “phenomenology”, is dependent upon 
their being a “corollary discharge attention control 
signal”, which ensures that there is, in effect, an “Inner 
self” which is the “owner” of the experience.  It is this 
complex attentional control that distinguishes us from 
“zombies”.   As his system is one which is able to 
implemented as an MC system he seems, in effect, to be 
arguing in favour of proposition (2) above. 

Sanz, Hernández and Sánchez (this volume) also 
consider the phenomenology of a system or agent, but 
from the somewhat different perspective of control 
system engineering.  They see phenomenology as closely 
associated with the possession of intrinsic goals or 
teleology: a control system (such as one that runs an 
industrial plant or an aeroplane) may be considered as 
having its own phenomenology to the extent to which it 
takes the goals built-into its requirements-specification as 
its own goals (i.e. to the extent that the system 
understands what its users wish it to do, and integrates 
that understanding in a self-model that continuously 
updates itself in relation to changing conditions of 
perception and action).  Sanz and colleagues support the 
adoption of a Dennettian heterophenomenological 
approach to engineering such self-awareness and intrinsic 
goal-ownership into systems.  So it looks as though their 
position may be closer to (1) above, implicitly suggesting 
a continuity between functionality and phenomenology. 

Synthetic phenomenology is the use of artefacts (such as 
computers and robots) to assist in the specification of 
experiential states.  Chella and Gaglio (this volume) 
argue that previous approaches to synthetic 
phenomenology have been hindered by an emphasis on 
dimensionality reduction, and that if anything, such 
compression may have the undesirable result of 
eliminating phenomenology altogether.  They propose an 
architecture for  synthetic phenomenology, and detail an 
application of this architecture in a robot vision system, 
that uses a high-dimensional buffer to retain the richness 
of visual experience.  The most explicit connection to 
phenomenology comes at the end of section 4, where 
they assert that the high-dimensional buffer will allow 
the robot to give appropriate answers to 
phenomenological questions (itself a kind of 
dimensionality reduction). What remains for future work 
is the development of some evaluative framework to 
compare the relative merits of low vs. high dimensional 
architectures in this area.  A factor that will have to be 
taken into account in such a framework is the 
intelligibility of the phenomenological specification for 
the theorists using it, a factor which may require 
dimensionality-reduction and related data visualization 
techniques after all. 

Chella and Gaglio note that their approach is influenced 
by Dennett’s “multiple drafts” model of consciousness.  
Bryson (this volume), too, takes a broadly Dennettian 
approach in giving an account of the function of 
consciousness. She appeals to a range of studies of 
human and animal learning to argue that the function of 
consciousness is to limit the combinatorial complexity of 
certain learning situations. This enables her to 
characterize rather precisely the conditions under which a 
machine could be said to be conscious, and, perhaps 

more importantly for those interested in the technological 
relevance of MC research, when “adding conscious” 
would confer practical engineering and computational 
benefit. 

Situatedness 
 

Taking a philosophical approach that is quite distinct 
from the others in this volume, despite sharing with  
many of them an emphasis on mechanism and working 
implementation, Manzotti (this volume) places centre-
stage the situatedness and time-dependence of 
consciousness.  His starting point, based on the results of 
his previous research, is the conjecture that “the 
phenomenal experience of X might be nothing but the 
fact that X plays the twofold role of the cause of 
development and a current cause of behaviour.”  He 
offers a detailed cognitive architecture that permits him 
to give a clear interpretation of this idea.  The key 
architectural notion is that of the states of a system 
becoming selectively sensitive to certain aspects of the 
environment in a history-dependent way, yielding the 
desired form of situatedness.  Some philosophers will no 
doubt question whether such a simple causal account is 
consistent with the intentionality of at least some 
pehenomenal states, given the difficulties that causal 
approaches have had in accounting for, e.g., the 
possibility of error.  Others may question his inference 
that causal connection implies constitution.  And like 
other history-dependent accounts of mind, Manzotti’s 
account seems to imply the possibility of the Swamp 
Man zombie: a creature that is (occurently) physically 
identical to you, but, since it does not have the right 
history, does not have any phenomenal consciousness at 
all.  Those who wish to pursue these problems can turn to 
Manzotti’s previous work for answers. 
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Abstract. Information integration is a measure, due to Tononi 

and co-researchers, of the capacity for dynamic neural networks 

to be in informational states which are unique and indivisible [1]. 

This is supposed to correspond to the intuitive „feel‟ of a mental 

state: highly discriminative and yet fundamentally integrated. 

Recent versions of the theory include a definition of qualia 

which measures the geometric contribution of individual neural 

structures to the overall measure [2]. In this paper we examine 

these approaches from two philosophical perspectives, 

enactivism (externalism) and phenomenal states (internalism). 

We suggest that a promising enactivist response is to agree with 

Tononi that consciousness consists in integrated information, but 

to argue for a radical rethink about the nature of information 

itself. Using Cox‟s theorem, we argue that information is most 

naturally viewed as a three-place relation, involving a Bayesian-

rational subject, the subject‟s evidence, and the world (as 

brought under the subject‟s evolving understanding). Therefore, 

to have (or gain) information is to behave in a certain (Bayesian-

rational) way in response to evidence. As such, information only 

ever belongs to whole subjects (rationally behaving agents); and 

information is only „in the brain‟ from the point of view of a 

theorist seeking to explain such behaviour. Moreover, rational 

behaviour (and hence information) will depend on brain, body 

and world – embodiment matters. From a phenomenal states 

perspective, we examine the way that internal states of a network 

can be not only unique and indivisible, but also reflect this 

coherence as it might exist in an external world. Extending 

previously published material [3], we propose that two systems 

could both score well on traditional integration measures where 

one had meaningful world representing states and the other did 

not. A model which involves iconic learning and depiction is 

discussed and tested in order to show how internal states can be 

about the world and how measures of integration influence this 

process. This retains some of the structure of Tononi‟s 

integration measurements but operates within sets of states of the 

world as filtered by receptors and repertoires of internal states 

achieved by depiction. This also suggests a formalisation of 

qualia which does not ignore world reflecting content and relates 

to internal states that aid the conscious organism‟s ability to act 

appropriately in the world of which it is conscious. Thus, a 

common theme emerges: Tononi has good intuitions about the 

necessary nature of consciousness, but his is not the only theory 

of experience able to do justice to these key intuitions. 

Furthermore, Tononi‟s theory has an apparent weakness, in that 

it treats conscious „information‟ as something intrinsically 

meaningless (i.e. without any necessary connection to the world) 

whereas both the approaches canvassed here naturally relate 

experienced information to the world. 

1 INTRODUCTION 

Tononi‟s theory of integrated information starts from two 

unargued phenomenological intuitions. The first of these is that 

any given conscious experience is highly informative: that in 

having the experience, things seem one particular way rather 

than any one of an extremely large number of other ways that 

things might have appeared. This intuition seems correct: as 

Tononi points out, even an apparently simple experience, as of a 

ganzfeld of a pure colour, implicitly rules out many other 

experiences which I could have been having (such as being at the 

zoo, in the science museum, at my desk, etc. almost ad 

infinitum). Tononi‟s second intuition is that the information in 

experience is integrated – that all the separate distinctions made 

within one single experience are somehow unified. Again, this 

intuition seems sound. When I experience a blue chair, I am not 

somehow separately aware of the blueness and of the chair, but 

am aware of the combined whole. Indeed, when viewing an 

entire visual scene, my experience specifies a large number of 

different properties, at different locations, and these various 

distinctions are, once again, in some sense all integrated: all 

available to a single subject. 

It is true that both these intuitions can be questioned. For 

instance some argue that a mode of pure experience exists, in 

which things do not seem to be any specific way at all [4]. This 

is incompatible with Tononi‟s claim that every experience at 

least implicitly contrasts itself with all other possible 

experiences. As for the second intuition, Metzinger, for one, has 

suggested that the unity of experience consists in the existence of 

a mental model as of unity, rather than in the existence of 

anything more fundamental which actually is unified [5]. 

However, our aim here is not to question Tononi‟s intuitions. 

In fact, we agree with them, but want to show that there are 

important aspects to consciousness which are overlooked in 

Tononi‟s further, formal development of Φ. We will argue that 

consciousness needs to be about the world, and that it needs to 

involve interaction with the world. We will show that it is 

possible to respect Tononi‟s two fundamental intuitions, and to 

capture these additional aspects, in at least two different theories 

of consciousness (one relatively externalist, and one more 

internalist). This weakens Tononi‟s strong claim that Φ 

corresponds directly to consciousness, and suggests that essential 

aspects of consciousness may be overlooked by Tononi‟s 

approach. 
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2 THE PHOTODIODE AND THE CAMERA 

To flesh out his two intuitions, Tononi contrasts the case of a 

conscious human being with the case of a photodiode, and with 

the case of a digital camera. Tononi points out that a photodiode 

can simply detect light above a certain intensity as “on”, and 

below that intensity as “off”. This is contrasted with the case of a 

human. When seeing a blank screen as either light or dark, the 

human is not just making the light/dark contrast which the 

photodiode can make, but is also seeing the screen as not being 

all the many, many other ways it could have been. Put another 

way, the human is not having all the many, many other distinct 

experiences which they could have had. Tononi suggests that 

this highlights a key difference between the photodiode and the 

human: the number of different states which can be 

distinguished. This is what he means by saying that 

consciousness is „highly informative‟. 

Tononi then moves on to the case of a digital camera, in order 

to argue that merely „generating a large amount of information‟ 

is not sufficient for consciousness. He considers a camera made 

from a million photodiodes. Such a camera can distinguish any 

one from among 21,000,000 states, and there is no reason in 

principle not to scale this design to achieve as large a number as 

desired. Tononi argues that the reason such a camera is still not 

conscious, is because the information in the camera is not 

integrated – no information is passed between the photodiodes, 

and in fact the camera could store the same amount of 

information if the photodiodes where not physically connected at 

all. 

Tononi‟s additional suggestion, then, is that if a physical 

system can store a high amount of information and if that 

information is integrated (in some sense to be further defined) 

then this may be the direct correlate of the informativeness and 

integration of conscious experience. 

3 MEASURES OF Φ 

Tononi has proposed two major measures of integrated 

information [2, 6]. It should perhaps be emphasized at the outset 

that neither integrated information, nor effective information 

(which Tononi also defines) are standard information theoretic 

measures. Instead, both the concepts and the measures are ones 

which Tononi and collaborators define, in order to capture their 

intuitions about the nature of consciousness. We emphasize this, 

as it might otherwise be supposed that integrated information 

and effective information are both well-known and well-defined 

physical quantities, and that all that is in question is whether 

these quantities relate to consciousness. 

3.1 Φ Measure 1 (Φ1) 

Tononi‟s first measure of Φ is a measure of a static property of a 

neural system3. If Tononi is right, it would measure something 

like the potential for consciousness in a system. It cannot be a 

measure of the current conscious level of the system, for it is a 

fixed value for a fixed neural architecture, regardless of the 

system‟s current firing rates (e.g. in response to inputs or internal 

dynamics). 

                                                                 
3 As with both Tononi‟s Φ measures, it is well defined only for a rather 

limited class of well-behaved systems; showing that it can be applied 
more generally would require further work. 

Tononi‟s first measure works by considering all the various 

bi-partitions (splits into two parts) of a neural system: 

“the capacity to integrate information is called Φ, and is 

given by the minimum amount of effective information 

that can be exchanged across a bipartition of a subset” [6] 

That is to say, Tononi‟s approach requires examining every 

subset of the system under consideration. And then, for each 

subset, every bi-partition (split into two non-overlapping parts) is 

considered. Given a subset, S, and a bipartition into A and B, 

Tononi defines a measure called effective information (EI). 

Effective information uses the standard information theoretic 

measure of mutual information4. But rather than the standard 

mutual information measure which quantifies the information 

gain from taking account of the connectedness between A and B, 

Tononi‟s EI is a measure of the information gain which would 

accrue, if one considered the interactions between B and a 

different system, call it A', which is connected to B in the way in 

which A is, but whose outputs vary randomly across all possible 

values. The aim is to incorporate some sense of causality: 

“Since A is substituted by independent noise sources, the 

entropy that B shares with A is due to causal effects of A 

on B.” 

The logic of this sentence is perhaps not entirely clear5, but 

the general idea is that the effective information from A to B 

shows the ability of A to affect B. Similarly, the EI from B to A 

shows the ability of B to affect A. The sum of these two is 

further defined as the effective information across the bipartition. 

Now we can start hunting for Φ. First of all, for a given S, we 

look for the bipartition with the minimum (normalised6) EI. 

Then we define Φ(S) as the EI of that minimum information 

bipartition. 

But Φ at this point is not yet true integrated information, in 

Tononi‟s sense. Next we must look for complexes – subparts 

which are not fully contained in any regions of yet higher Φ. 

According to Tononi, only complexes genuinely integrate 

information; Φ is a measure of how much information they 

integrate, and the Φ value of the main complex (the complex of 

highest Φ in the whole neural system) is the correct value to use 

for the integrated information of the system as a whole. 

3.2 Commentary on Φ1 

The key points to note for now are the following. Φ1 involves the 

definition of two novel informational concepts (effective 

information and Φ itself). Neither of these have anything like the 

range of applicability of standard concepts like mutual 

information or Shannon entropy (for they are defined in very 

specific ways, for a very specific system). On the other hand, Φ1 

                                                                 
4 MI(A:B) = H(A) + H(B) – H(AB), where H(…) is entropy, a 

mathematically well defined measure of uncertainty. A decrease in 
entropy amounts to a gain in information (i.e. a decrease in uncertainty). 

MI in particular measures the information gain obtained from 
considering the interactions between A and B, as opposed to ignoring 

them. If there are no interactions between A and B (if they are 

independent systems), then the mutual information will be zero, 

otherwise it will be positive. 
5 After all, what we‟re really measuring is the mutual information (which 

is a symmetric measure, MI(A:B) = MI(B:A)) between B and a different 
system, A'. 
6 This is an attempt to avoid certain bipartitions being favoured for 

purely mathematical reasons. But see fn. 9 for more on the problems this 
process introduces. 
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certainly is a measure of information – this follows directly from 

the fact that it is built up from standard information measures 

such as mutual information. But the flip side of this is that Φ1 

has a perfectly good informational interpretation which follows 

from its definition. It is the reduction in uncertainty which an 

external observer would gain, if they took account of the 

interactions between A' (the perturbed version of A) and B, as 

opposed to treating these as separate systems (and vice versa for 

B' plus A). Since Φ1 already has this meaning, it is unclear 

whether we can give it the additional meaning, as the system‟s 

own information, which Tononi wishes to. We will discuss this 

further below. 

3.3 Φ Measure 2  (Φ2) 

In more recent work, Tononi and collaborators [2] have 

proposed a revised measure of Φ. This revised measure has some 

advantages over the previous measure, in that it can deal with a 

time varying system, providing a varying, moment to moment 

measure of Φ (which would correspond to a moment to moment 

measure of conscious level, if Tononi‟s approach works as 

intended)7. 

The revised measure of Φ is also defined in terms of effective 

information, though effective information is now defined quite 

differently from the version in the previous measure of Φ. In this 

case, effective information is defined by considering a system 

which evolves in discrete time steps, with a known causal 

architecture. Take the system at time t1 and state x1. Given the 

architecture of the system, only certain states could possibly lead 

to x1. Tononi calls this set of states (with their associated 

probabilities) the a posteriori repertoire. Tononi also requires a 

measure of the possible states of the system (and their 

probabilities), in that situation where we do not know the state at 

time t1. This is called the a priori repertoire. The a priori 

repertoire is calculated by treating the system as if we knew 

nothing at all about its causal architecture, in which case we 

must treat all possible activation values of each neuron as 

equally probable8. The a priori and a posteriori repertoires will 

each have a corresponding entropy value (for instance, if the a 

priori repertoire consists of four equally probable states, and the 

a posteriori repertoire has two equally probable states, then the 

entropy values will be two bits and one bit, respectively). This 

means that, in finding out that the state of the system is x1 at time 

t1, we gain information about the state of the system one time 

step earlier. 

Tononi argues that this is a measure of how much information 

the system „generates‟ in moving into state x1. Having defined 

this measure of how much information the system generates, 

Tononi once again requires a measure of how „integrated‟ this 

information is. 

Therefore, he next observes that it is possible to arbitrarily 

decompose the system into parts. For each part (considered 

separately) a given current state can only have come from certain 

                                                                 
7 It has disadvantages too – including apparently allowing the 

(presumably continuous) stream of consciousness of a given system to 

reside in quite different parts of the system from moment to moment. 
8 In fact, this is not a true measure of our prior knowledge about the state 

of the system: a given causal architecture may make certain firing 
patterns simply impossible, in the normal time evolution of the system, 

whatever the inputs. Even if Tononi‟s EI were modified to take this into 

account, however, it would not address the objections to Tononi‟s 
interpretation of Φ given below. 

possible parent states. Similarly, for the system as a whole, the 

current state can only have come from certain possible parent 

states. Therefore we can ask, is there any possible decomposition 

into parts, such that the information from the system as a whole 

is no greater than the information from the parts separately? If 

there is, then we have found a way to decompose the system into 

totally independent parts. 

In the case where the system does not decompose into totally 

independent parts, we can once again look for the decomposition 

which gives the lowest additional information from the whole as 

opposed to the parts9. Tononi calls this the minimum information 

partition. The effective information (the additional information 

given by the whole, as opposed to the parts) for the minimum 

information partition is then the Φ value for the system. 

Finally, we can do an exhaustive search across all subsystems 

and all partitions10, and once again we can define complexes. A 

complex is a system with a given Φ value, which is not 

contained within any larger system of higher Φ. Similarly, the 

main complex is the complex with highest Φ in the whole 

system – and the true measure of Φ (or consciousness) for the 

system is the Φ of the main complex. 

3.4 Problems with Φ2 

In examining Φ2, we note that many of the problems with Φ1 still 

apply. Firstly, EI and Φ itself are defined in ways which are 

closely tied to the particular type of system being examined. 

Although Φ and EI are intended as general purpose concepts, the 

current mathematics has nothing like the broad range of 

applicability of standard information theoretic measures. 

As before, Φ2 is indeed a measure of information. But this 

follows from the fact that the procedure for calculating Φ 

involves mutual information, which is itself a well-defined 

information-theoretic measure. Where the Φ1 measures the 

amount of information which an external observer could gain 

about one part of the brain, from another part, Φ2 measures the 

amount of information which an external observer could gain 

about the earlier state of the brain, from the later state. 

It is true that, by including a procedure for identifying the 

minimum information partition, Φ does give some indication of 

how functionally integrated the system is. But Tononi wants 

considerably more. He suggests that Φ is “information from the 

perspective of the complex itself” (p.17), and that it is 

information “that the system generates” (p.3), “independent [of 

the point of view] of any external observers” (p.3) [2]. 

Elsewhere, he goes as far as to claim that Φ “exists as a 

fundamental quantity – as fundamental as mass, charge, or 

energy” [1]. 

He also suggests that: 

“The intrinsic nature of integrated information, which only 

exists to the extent that it makes a difference from the 

perspective of the complex itself, is usefully contrasted 

with the traditional, observer-dependent definition of 

                                                                 
9 Once again, a normalisation factor is introduced. Otherwise asymmetric 

partitions will be disfavoured, and partitions into multiple parts will be 

favoured, for purely mathematical reasons. Unfortunately, as Barrett and 

Seth [7] point out, this normalisation itself introduces undesirable 
properties into the definition of Φ, and make it implausible that Φ as it 

stands really corresponds to any fundamental property of the world. 
10 At least in principle; in practice, this may well be far from feasible for 
neural systems of the scale of a real human brain. 
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information, in which a set of signals are transmitted from 

a source to a receiver across a channel (or stored in a 

medium), and their “integration” is left to an external 

human interpreter.” [2] 

Is it really true that Tononi has found a way to achieve point-

of-view free information? We will suggest below that this can‟t 

be achieved. We also note that both measures of Φ are 

effectively self-information in the brain – the information is not 

necessarily about the world, at all. But there are good reasons to 

think that an agent‟s own information should be about the world. 

We will examine these issues from two perspectives, below. 

Firstly, we will examine the well-known (though controversial) 

Bayesian interpretation of probability theory, and will argue that 

Tononi‟s measure cannot have the interpretation he wishes, if the 

Bayesian approach is correct. We will also note that this 

approach implies that an organism‟s own information is 

fundamentally about the world. 

Next we will contrast Tononi‟s Φ with a more internalist 

approach to information. But even here, we will see that there 

are good reasons for thinking that Tononi‟s Φ is far from the 

whole story about consciousness, precisely because his measures 

are concerned only with interactions within the brain, and not 

with interactions between brain, body and world. 

4 AN ENACTIVIST PERSPECTIVE ON 

INFORMATION 

4.1 Probabilities are Subjective - Cox’s Theorem 

Jaynes [8] following Cox [9] (and earlier writers, including 

Keynes [10]) has presented strong arguments to show that the 

standard calculus of probability is actually the correct calculus 

for describing consistent reasoning in the face of subjective 

uncertainty. 

Specifically, if we want real numbered values to represent a 

subject‟s credence in given propositions, and we wish the 

subject‟s reasoning to remain consistent with certain very basic 

common sense requirements, then it can be proven 

mathematically that the numbers which the subject uses must 

combine and interrelate according to the standard sum and 

product rules of probability theory: 

p(A|B) + p(┐A|B) = 1 

p(AB|C) = p(A|C)p(B|AC) = p(B|C)p(A|BC) 

A key point made by Jaynes, and Cox, is that probability 

theory under this Bayesian interpretation of the meanings of the 

symbols is actually more broadly applicable than probability 

theory under a frequentist interpretation. All of the frequentist 

applications of probability theory can be derived as special cases 

of the Bayesian theory; but the Bayesian theory remains 

consistent and applicable in many cases where frequentist theory 

says probabilities cannot be used. 

The „argument‟ between these two interpretations is not just a 

philosophical one, for the Maximum Entropy approach to 

statistics (which can be justified directly on Bayesian grounds, 

but cannot be justified at all within the frequentist approach) 

now has many highly successful applications in the applied 

physical sciences (in image processing, signal detection, and so 

on) [11]. 

4.2 Entropy is subjective 

Given a complete and mutually exclusive set of possible 

outcomes, i, and probabilities pi for each outcome in i, then the 

formula for the entropy H of this probability distribution is: 

H = -Σ pi log (pi) 

This formula also has a clear interpretation, in terms of the 

amount of uncertainty represented by a probability distribution. 

We can see by inspection that the measure has the right broad 

properties: more options result in more uncertainty, and a more 

even distribution of probabilities also equates to more 

uncertainty. But in fact Jaynes [8] (following Shannon [12]) 

shows the measure is not arbitrary – simple logic, combined with 

careful mathematics, shows that it is the only reasonable and 

consistent mathematical measure of uncertainty, under some 

very minimal requirements for such a measure. 

Note that nothing here has stepped outside the realms of 

subjectivist probability theory; that is to say, entropy is defined 

in terms of probabilities, and is well-defined when (and only 

when) probabilities are well-defined. So our interpretation of 

entropy will depend on our interpretation of probability. 

To avoid being misunderstood at this point, the claim that 

entropy is subjective should be clarified. As Jaynes puts it : 

“[Entropy] is “subjective” in the sense that it … measures 

uncertainty; but it is completely “objective” in the sense 

that it depends only on the given data of the problem, and 

not on anybody‟s personality or wishes.” [8] 

That is, given a certain partial state of knowledge, there is 

only one correct and consistent measure of one‟s uncertainty – 

the (maximised11) entropy. 

4.3 Information is subjective 

From this, it also follows that all the information measures 

Tononi builds on (and, indeed, all standard information 

measures) are also subjective, in the same sense. They are all 

defined as comparisons between probability distributions (the 

most simple information measure being just the arithmetical 

difference between „before‟ and „after‟ entropy values12). 

Since information is fundamentally defined in terms of 

probability distributions, and since probability distributions 

fundamentally measure uncertainty from a given partial point of 

view, the Cox/Bayes view entails that states of the world do not 

ever intrinsically carry information – they only carry information 

from certain (partial) points of view13. 

As emphasized above, this does not mean that information 

becomes a matter of opinion. Once I‟ve clearly defined my state 

of partial knowledge about a system (e.g. that any one of four 

distinct symbols may be transmitted next, and I have no reason 

                                                                 
11 Maximisation of entropy won‟t be discussed further here; but broadly 
speaking, it is the best (most self-consistent) approach for assigning 

initial probability values (something which frequentist probability theory 
is ill-equipped to deal with), when these would otherwise be 

underdefined by the data of the problem. 
12 Relative entropy, or Kullback-Leibler divergence, is arguably a more 

fundamental measure of information gain. It is defined in a more 

complex (but closely related) way, but it is still fundamentally a 

comparison between „before‟ and „after‟ probability distributions. 
13 A lot of the time, when working with information measures, we are 

therefore specifying how much information an idealised subject would 

gain, if they were in a specified state of uncertainty, and then gained a 
specified new piece of evidence (e.g. that symbol x arrived). 
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to think one more likely than the others) then there is an 

objective fact of the matter about the information available to 

me, in gaining new evidence about the system (e.g. the amount 

of information transmitted for any given symbol is two bits). 

4.4 Information presupposes an integrated subject 

Another key factor of the above analysis is that information 

theory presupposes the existence of a coherently acting rational 

subject, for it presupposes that we are dealing with an agent with 

the ability to understand propositions (A, B, C, etc. in P(A|B), 

etc.) and see when they apply to the world. 

This point can be seen clearly, when we recall what Jaynes 

and others have noted [8, 10]: that probability theory is an 

extension of classical (Aristotelian) logic. Aristotelian logic 

formalizes the patterns of correct deductive reasoning (e.g. if A 

then B; A; therefore B); but it doesn‟t tell us what it is to 

understand a proposition and to apply it to the world in the first 

place. Equally, the logic of probability theory formalizes the 

correct patterns for both deductive (certain) and inductive 

(probabilistic) reasoning – but once again, the theoretical 

framework presupposes the existence of agents able to 

understand propositions and to perceive their applicability in the 

world. 

The rational coherence presupposed here looks very like the 

integration which Tononi wants to explain (the second of his two 

unargued intuitions about consciousness). A single subject must 

be able to perceive, and understand the relevance of, multiple 

distinctions at once („red‟, „blue‟, „chair‟, „table‟, etc., etc.). 

4.5 Where is information for a subject? 

Less we be misunderstood, a further clarification is in order. It is 

often supposed that information for a subject „must‟ be 

somewhere in the subject‟s brain. On the account of information 

proposed here, information, in the first instance, is something 

available to a rationally behaving subject. If we see a subject 

updating their credences rationally in the face of new evidence14, 

and then acting rationally on their subjective credences15, then 

we can apply to formalism of information theory to quantify how 

much information the subject gains (or would gain), in a given 

situation. 

It is at least arguable, then, that “information for a subject” is 

a different (and more fundamental) concept than “information in 

a subject‟s brain”. 

However a traditional, and still widespread, view in cognitive 

science supposes that information in brain states (the information 

which a third party observer can find out, about the world, from 

brain states) is the information for the subject (the information 

which a subject has, about the world). This is the essence of 

representational theory of mind in cognitive science. The 

argument here is not yet resolved. For instance, the experiments 

of Beer [14] and Izquierdo and Di Paolo [15] seem to suggest 

                                                                 
14 As noted at the beginning of the previous subsection, the ability to take 

in evidence is something presupposed in the formulation of probability 

theory. 
15 To interpret behaviour as rational requires that we additionally 

postulate some cost/utility function – i.e. we incorporate aspects of 

decision theory. It is true that there are right (rational) things to do, given 
a utility function. But there is no right answer as to which utility function 

an agent should use. So interpretations in terms of rationality are always 

to be evaluated in terms of usefulness (relative to other predictive 
strategies) [13] and range of applicability. 

strongly that information for the agent (i.e. what the agent knows 

about, as manifest in its actions) need not be present as 

information in the brain (i.e. what an informed third party 

observer can find out about the state of the world, by examining 

the state of the brain). In one example [15], a simple agent 

makes a decision as to whether to catch or avoid a certain falling 

shape. This decision becomes „locked-in‟ at a certain point 

during each catch/avoid trial. But we are guaranteed that an 

external observer cannot work out which decision has been 

made, just by looking at the „brain‟, for the neural architecture 

has no persisting internal state to represent its decision. This 

agent „makes a decision‟ by actually moving to a different place 

in the world, i.e. by making use of the external dynamics of the 

task. 

Examples such as these tend to support the claim that there 

really are two levels of analysis: information for the agent, and 

information in the agent‟s brain – and that the two need not 

coincide, in real-world tasks. 

However, many would still argue that truly complex cognitive 

tasks are “representationally hungry” [16]; i.e. they are tasks 

where the information which the agent possesses about the world 

must be represented in the agent‟s brain (i.e. decodable, in 

principle, just from the brain, by an external observer, even 

though the decoding may be far from trivial). 

In the next part of this paper, we look at another view on 

consciousness; one which presupposes (as does Tononi) that 

information for a cognitive agent can be found as information in 

the agent‟s brain. (Therefore assuming that the two levels of 

analysis argued for above don‟t come apart in real cognitive 

agents.) 

Interestingly, even within this more standard, „internalist‟, 

framework, we find that there are still reasons to think that 

Tononi‟s view of consciousness is incomplete, because it ignores 

interactions with the world. 

5 THE INTERNALIST PERSPECTIVE 

The internalist perspective taken here relates to „synthetic 

phenomenology‟ work published elsewhere [17]. This has 

previously been discussed as „an axiomatic theory of 

consciousness‟ [18] in which internal states that may be „used‟ 

by the organism in its interaction with the world and give the 

organism a point of view of being in an „out-there‟ world. An 

example of a usable internal state is one which depicts the tail of 

a perceived snake which causes the eye fovea subsequently to 

move to the head of the snake to determine whether the 

perceiving organism should run or stay. For the purposes of this 

section of the paper, this is what we mean when we say that the 

depictive state is phenomenal: it has information about the world 

which may be necessary to cause rational behaviour in the 

world16. In this section of the paper we consider a structure with, 

at best, very simple „rationality‟, but which has the property of 

creating internal states which iconically represent external events 

through learning. We assume that the world is an automaton 

which presents its states in time and through a limited bandwidth 

interface to the learning organism. Part of the „meaning‟ of this 

world is that there is a structure that links its states. At any 

moment, the task for the learning organism is to generate 

information by identifying not only the state among all states it 

                                                                 
16 We argue for this usage of the word phenomenal in [17]. 
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has experienced at the interface (a facet of IIT) but the linking 

state structure to which it belongs. For example, consciousness 

of the front of a car on the road generates some static 

information, but if the next state is of the car is bigger, the event 

is identified as part of a „danger‟ state structure of the car getting 

closer, while if the car gets smaller, this is part of a structure 

with a meaning of „safe‟. Therefore here we broaden the concept 

of information integration as being between an organism and the 

environment in which it is embedded. This allows us to intuit 

that there are levels of the organism being informationally 

integrated with the world at the time of learning which are usable 

and levels where the integration fails either to have usable states 

or to internalise the structure between these states. 

To best illustrate this we define a neural phenomenal 

automaton P which „observes‟ the world and which can be 

defined classically as a 5-tuple: 

P : <I, Q, Z, 

Where I is the set of all possible inputs on an n-bit interface: 

 1 2 / /
, ,...

I
I i i i  , where /X/ is the magnitude of set X which 

for /I/ is 2n , 

 1 2 / /
, ,...

Q
Q q q q  is the set of all possible inner states, 

 1 2 / /
, ,...

Z
Z z z z  a set of possible outputs.  

 is the mapping (I x Q) into the „next‟ value of Q, 

 is the mapping of Q into Z. 

For the states of the system to become phenomenal, we assume 

that the state variables are weightless neurons [19] and that 

„iconic‟ training takes place as described next. 

Given a weightless system assume an n-bit input and ti I  a 

pattern that appears at that input at time t. Say that the network is 

in state 
1tq Q

 . Iconic training is the forcing of 

1
, ( )t t tti q q i


  . This effectively transfers ti  into the state 

structure of the network predicated on the net being in 1tq
  and 

the input being in ti . We note that iconic training causes I to 

become a subset of Q. In a weightless net, generalisation takes 

place in the sense that a pair  ,a a ji q i  where 

 ,j j ji q i is the training pair which best matches  ,a ai q  

(usually in a bit-for-bit way).We define a phenomenal system as 

one in which I Q  forms a closed state structure with that 

only generates states within M. 

But it is not sufficient that the state structure of I Q  be 

just closed. To be phenomenal it must be about the world as seen 

at I in terms of mimicking the sequential machine as seen from I. 

An example might help at this stage. 

 

Example 

I is established as a square binary window of 40x40 bits. In this 

example the world presents a state structure shown in fig. 1.  

 
Figure 1: Structures of world states. The letters are 40x40 bit 

images at I and are not symbols. All states can „linger‟ as well 
as transit to another state. So, looking at the top left behaviour, 

the world can sustain A from which it can change to B and rest 

there, but not return to A. Four behaviours of the world are 
shown. 

 

The iconic training of the weightless network proceeds as 

follows. 

To train on a re-entrant state x present at I (being sustained in 

time) whatever the state on Q, say, q, an iconic transfer is 

applied which means that the general learning step 

 ,j j ji q i  becomes  ,x x x . 

Then when the input changes to state y the iconic training step is 

 ,y x y .  

We now show by experimentation (figure 2) that connectedness 

parameters in the net not only bring about a loss of uniqueness 

and indivisibility in static states [3], but disrupt the ability of the 

net to identify the state structure of the world. 

 

 
Figure 2: The inner response of a fully connected net. The left 
image is at the input for one time step only, after which it is 

replaced by noise to disconnect the automaton from the world. 

This noise then randomises the transition back into the current 
state or on to the next state.  

 

The network parameters in figure 2 are set to the maximum 

effectiveness of every neuron being connected to the outputs of 

all the others in the state and the inputs of the automaton before 

learning. This ensures that the iconic learning cannot lead to 
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contradictions.17 So it is seen that exposure to the state structure 

of the world is „understood‟ by the learning network which 

identifies the four distinct behaviours of the world and generates 

internal representations that fully represent these behaviours. It 

could be said that the organism generates information by 

properly integrating with the world through an internal activity 

that is „about‟ the world and is therefore phenomenal. This 

mechanism fails as the connectedness is reduced in the learning 

automaton and between the automaton and the world. The 

resulting state sequences are shown in Fig 3. 

 

 

 
Figure 3. Now each neuron samples the output of 25 neurons 

(5 x 5 from the state array) and from a corresponding 5x5 array 

from I. The response to F in the third state group of fig.1 is 
shown and should be contrasted with the third result in fig.2. 

Each neuron samples the output of 25 neurons ( 5 x 5 from the 

state array) and from a corresponding 5x5 array from I.  

 

 

Although we have not yet produced quantitative analyses of 

these results, it can be clearly seen by eye that not only are the 

individual states not sustained, but the sequences of the world 

state structure are not properly recovered.  

5.1 Observations on the Internalist Perspective 

 In contrast to the stance by Balduzzi and Tononi [20] that 

qualia are captured by the geometry of the information 

integration between neurons during state changes, our 

perspective requires that the content of a state (qualia of 

sorts) result from information integration across the 

world/organism interface at a time that learning takes 

place. 

 In other words, it can be said that we look to the internal 

state structure of the organism to be „about‟ the state 

structures of the world in the sense that it has identified the 

dynamic structure of the states it observes and generates 

information by identifying one state structure among many.  

 Using a sufficiently rich connectedness both within the 

neurons of the inner network and their connection to the 

external world, we have shown that how this internal 

representation happens. Lowered richness leads to failures.  

 We maintain that integration and its failure loosely 

correspond to high and low effective interchanges of 

information as in IIT theory. Clearly there is a need to 

develop some predictive formulations here – a topic for 

future research. 

                                                                 
17 As an aside this has to be distinguished from a „fully connected 

Hopfield network‟ as discussed by Balduzzi and Tononi [2]. In our work, 
while the network is physically fully connected before training, in 

training itself effectively a vast number of interconnections is rendered 

ineffective, so connectedness calculations include the effect of training. 
This is left for further work, here we concentrate on empirical results. 

6 CONCLUSION 

We now briefly summarize the responses to Tononi‟s Φ measure 

given in this paper. Firstly, we have noted that Φ (and the closely 

related Effective Information, or EI), are not (or certainly, not 

yet) general purpose information theoretic concepts. Their 

mathematical definitions are closely tied to the analysis of 

specific physical systems (and, moreover, these mathematical 

definitions have changed quite considerably, when different 

physical systems have been analysed). We accept that Tononi‟s 

measure is a potentially useful measure of how functionally 

integrated a system is. But we have questioned whether it really 

measures a fundamental quantity, corresponding to the system‟s 

own, conscious, information as claimed. 

Adopting an „externalist‟ perspective, we have noted that 

under one compelling understanding of information theory, Φ is 

the wrong type of measure to capture a subject‟s own 

information. On this Bayes/Cox perspective, the concept of the 

information „in‟ a physical state is a concept of how much 

information a subject can gain from examining that state. This is 

to be contrasted with the concept of information for a subject, 

which is the concept of how much information a (rationally 

behaving, Bayesian) subject gains about the world when 

encountering certain evidence. This latter is the more 

fundamental concept, and it is defined in terms of how a rational 

subject acts (or would act, if appropriately tested – a subject can 

possess information without having to show it behaviourally). 

We have suggested that these two levels may not just be 

logically distinct, but actually distinct, in the case of brains and 

behaviour: a subject‟s information may involve body and world 

in ways which mean that the subject‟s information simply isn‟t 

decodable from the subject‟s brain state. 

However, since there are several controversial steps in the 

above analysis, we also examine Tononi‟s Φ from a more 

„internalist‟ perspective. Even on this perspective, we 

demonstrate empirically that the information which a subject can 

gain about the world depends not only on the level of integration 

in the subject‟s brain, but also on the level of integration 

between subject and world, across the sensory interface. 

Therefore, in common between these two views are the 

claims that conscious information is always about the world (i.e. 

not just something internal), and that consciousness 

fundamentally involves interaction with the world. These are 

results would follow from the nature of information itself, if one 

accepts the more controversial „externalist‟ arguments we have 

given, and are anyway demonstrated empirically, using a rather 

less controversial „internalist‟ approach. 

These results also demonstrate clearly that it is quite possible 

to be sympathetic to Tononi‟s intuitions about the nature of 

consciousness (as we are), without having to follow Tononi 

down the route of accepting that Φ, as formally defined, 

corresponds directly to consciousness itself. 

Tononi‟s Φ may still turn out to be a good objective correlate 

of consciousness. But showing this would require that Φ be 

defined in a much more general purpose way than it has been to 

date; and even then, it might turn out that high Φ is an 

explanatory correlate [21] of something more fundamentally 

associated with consciousness (for instance, of the instantiation 

of consciousness understood axiomatically [22], or simply of the 

presence of coherent, complex rational behaviour [23]). 
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A Role for Consciousness in Action Selection
Joanna J. Bryson1

Abstract. This paper argues that conscious attention exists not so
much for selecting an immediate action as for focusing learning of
the action-selection mechanisms and predictive models on tasks and
environmental contingencies likely to affect the conscious agent. It
is perfectly possible to build this sort of system into machine intelli-
gence, but it is not strictly necessary unless the intelligence needs to
learn and is resource-bounded with respect to the rate of learning vs.
the rate of relevant environmental change. Support of this theory is
drawn from scientific research and AI simulations, and a few conse-
quences are suggested with respect to self consciousness and ethical
obligations to and for AI.

1 Introduction

Consciousness is first and foremost a culturally-evolved concept of
uncertain age and origin (14). As such it is not at all clear that the
many things we call consciousness are truly aspects of a single psy-
chological phenomenon. Even were they to be so, we would not nec-
essarily know the phylogenetic priority between the various traits we
identify with consciousness.

For the purpose of this article at least, I will focus on a completely
functionalist account of consciousness and intelligence more gener-
ally. Consciousness is one evolved element of intelligence, and pre-
sumably serves a role within the cause of intelligence. I will start
from the assumption that the cause of intelligence, its essential role,
is primarily to do the right thing at the right time. Intelligence sur-
vives natural selection entirely as a consequence of the advantage the
actions it generates gives its host, and their outcomes in terms of the
agent’s (or at least, the agent’s genes’ (12, 37)) survival and ability
to reproduce.

If consciousness is adaptive in nature then it could well be useful
for AI as well. This might not be true if for example consciousness
is essentially a mechanism for implementing serial processing on the
massively-parallel architecture which is the vertebrate brain. Since
AI to date has tended to be minimally concurrent we might even in
that case need some kind of “reverse consciousness” to harness the
power of concurrency with our sequential systems.

In this paper though I analyse a theory that consciousness is a strat-
egy to combat the combinatorics of the search for appropriate actions
available to agents capable of learning new strategies. I have previ-
ously argued that there exists a class of reaction time results that re-
sult not from the cognitive complexity of the task being performed,
as is generally postulated. Rather delays in processing reflect an al-
location of time by the learning-competent agent to on-line search
for a better action (5, 6). The amount of time allocated to this search
in real-time by an individual depends on its confidence with respect
to the task. The more certain an animal is, the less time it allocates

1 University of Bath, England, United Kingdom email: j.j.bryson@bath.ac.uk

to searching for a better solution or prediction concerning the sit-
uation. There are also species-specific and life-history components
to the duration of the search. An assumption which we have yet to
demonstrate in the laboratory is that the period of search correlates
to conscious attention to the task and the feeling of awareness.

If we are correct in our accounts, this feeling-of-awareness part of
consciousness can be shown to be shared with monkeys, rats and pre-
sumably many other intelligent vertebrates, though they may spend
less time in this state and more in a state of “automatically” generat-
ing behaviour than the average human. Further, to the extent that we
are willing to call this consciousness, this addresses the question of
the utility of machine consciousness as well. Where machines benefit
from applying resource bottlenecks to searching for new solutions,
they might also benefit from a similar strategy. This would make a
machine also functionally aware of a strategically-limited subset of
its environment, rendering it much like a conscious human.

In this paper I seek to clarify this theory and then examine its im-
plications. In Section 2 I describe conscious attention and cognition
in an evolutionary context. In Section 3 I explain the details of and
evidence for the theory. In Section 4 I describe its application to ma-
chine intelligence, and in Section 5 I briefly examine the theory’s
implications for self consciousness and ethical obligations.

2 Functionalism, Evolution, Cognition and
Learning

If consciousness is useful to intelligence and intelligence is useful to
survival, then why are we not conscious of everything all the time?
Many theories of consciousness assume that it requires some sort
of expensive resource which must unfortunately be limited, perhaps
by metabolic cost or by the size of heads during child birth. Con-
sciousness therefore inherits this scarcity and must be preserved to
be directed with care at only the most important problems.

In general, where we see a variety of solutions in biology this in-
dicates a tradeoff between the costs and benefits of a trait, allowing
the perpetuation of roughly equally-fit variation along the axis pro-
jected by this tradeoff. The best-known example of this is the trade-
off between the number of offspring an individual can have and the
amount of care it can invest in each of them. Certainly the extent to
which species rely on cognitive strategies for selecting appropriate
actions is highly variable. Cognition — by which I mean any real-
time, online modelling of the expected outcomes across some range
of behaviour alternatives — is a broadly unpopular solution ignored
by plants and single-cell organism, though both of these are capable
of expressing behaviours in response to their environment. Bacte-
ria move towards or away from substances and behave socially with
other bacteria to improve their situation and prospects for preserv-
ing their genes, sometimes at the cost of self-sacrifice (37). Plants
are capable of responding not only to light and nutrients but also to
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pheromones of other (e.g. host) species of plants, and to direct their
growth accordingly (36).

The tradeoff that follows from my proposal in the introduction is
that cognitive strategies generally cost time – time for cognitive pro-
cessing delays action. Time is expensive. A delay may mean that
another agent takes advantage of a situation before you. Heubel et al.
(22) demonstrate that mate competition may explain the failure of
male mollies to learn to discriminate the Amazon molly Poecilia for-
mosa even though ‘mating’ with these females gives them no fitness
benefits. The time it takes to discriminate the Amazon mollies from
females of the male’s own species is more valuable than the cost of
insemination, because those that hesitate are beaten to available con-
specific females by those who do not. Even where there are no other
competing agents, the situation may change before you are yourself
able to take advantage of it. For example, a strategy for crossing roads
must involve reaching decisions about recognising safe windows for
crossing before that window disappears.

Psychometric research indicates that there is something intrinsi-
cally slow and also something noisy about biological conscious-
ness (11, 27). If this is true, then even within a highly-cognitively-
resourced organism it would still be adaptive to use conscious strate-
gies only when other mechanisms fail. Norman and Shallice (27) de-
scribe essentially an interrupt-driven theory of consciousness where
the special attention is only utilised in some circumstances, for ex-
ample when a task is unfamiliar or particularly important to get right.
The full version of their theory is at odds with the reports of skilled
athletes, artists and musicians that their accuracy is higher when they
are not attending to detail. However, humans and other cognitive
species certainly do seem to turn our attention not only to tasks that
are not familiar, but to any surprising stimulus. This phenomenon un-
derlies the popular looking-time strategy for getting at what infants
and other non-linguistic animals know (30, 34). Again, here we see
the experimentally-validated premise that organisms attend longer to
things that are unfamiliar, or — in machine learning terms — that
they were unable to predict.

What then is the advantage of cognitive approaches that compen-
sates for this loss of time? Apparently, plasticity — the ability to
solve problems and take advantage of opportunities that change more
rapidly than other ways of acquiring action selection rules, e.g. evo-
lution or implicit learning, can manage.

3 Timing, Awareness and Learning

In the previous sections I have argued that a fundamental cost of con-
sciousness is time. Assuming that consciousness is engaged in some
form of computation, then the source of this time penalty is combina-
torics (33). There are potentially-infinite combinations of contexts to
consider as triggers for an uncountable set of nuanced actions. How-
ever, no agent computes all possible actions or explanations. Organ-
isms are not only restricted by time. Evolution has given organisms
restricted action and perception abilities, and it further restricts their
capacities to learn to associate actions and perceptions even within
their species’ competence. As the behaviourists proved while failing
to validate Skinner’s behaviourism, even simple stimulus-response
conditioning does not work for all stimuli to all responses. Pigeons
can learn to peck for food, but cannot learn to peck to avoid a shock.
They can, however, learn to flap their wings to avoid a shock, but not
for food (23). Rats presented with ‘bad’ water learn different cues for
its badness depending on the consequences of drinking it. If drink-
ing leads to shocks, they condition to visual or auditory cues, but if
drinking leads to poisoning they learn taste or smell cues (17). These

limitations are not handicaps, but rather should be seen as a set of
prior expectations that accelerate learning in most situations that an-
imals of a species are likely to find themselves in.

The amount of time allocated to cognition is set by at least four
different factors. First, as I proposed in the Introduction and as is
suggested by reaction-time performance on some specialised tasks,
individuals may allocate more attention for longer when they are less
certain that they know how to behave in a context. Second, as im-
plied my account in Section 2, the emphasis placed on cognition by
a species as a whole is a part of its adaptive suite (26, 35). Hauser
(21) argues that species of primates such as tamarins that chase fast
prey like insects have limited learning potential because they have
evolved to be disinhibited — to minimise response time at the cost
of a capacity to learn. This suggestion is also supported by Bussey
et al. (10) who report that rats can only be trained to do task learning
using a touch screen if an obstacle is placed in front of the screen.
Being slowed down to crawl over the obstacle apparently gives them
time and / or attention — the mental presences — to be able to notice
a reward schedule.

A similar failure to notice reward schedules triggered my own the-
ory of conscious attention. This time, the failure to learn is in elderly
macaque monkeys. Rapp et al. (29) show that aged rhesus macaques
have two peculiarities in their task-learning performance. First, they
do not exhibit a reaction-time effect traditionally attributed to compu-
tation the task requires, yet their performance is identical to younger
animals that do show this effect. Second, the aged macaques do not
learn new behaviour when their reward schedule changes, unlike the
younger animals that show the delay.

The task concerned is transitive inference (TI). This is a standard
cognitive task introduced to developmental psychology by Piaget
(28) and to experimental psychology through Bryant and Trabasso
(3). TI formally refers to the process of reasoning whereby one in-
fers that if, for some quality, A > B and B > C, then A > C.
Piaget described TI as an example of concrete operational thought,
but Trabasso demonstrated it in pre-concrete-operational children. It
has now been demonstrated in a variety of animals as well as young
children (18). Performance of this “pre-cognitive” version of TI has
a number of associated characteristics. The one most relevant to the
present discussion is the Symbolic Distance Effect (SDE). The SDE
is a reaction time (RT) effect. When subjects execute a transitive
comparison, they operate faster the further away two items are in the
implied sequence. For example, a correct decision on BD would be
slower than one on BE, even if E is not the last item in the sequence2

If TI were performed by simple inference, then items further apart
would be expected to take longer, because more inferences have to
be performed. That they are in fact faster helped motivate theories
that transitivity learning is somehow innately sequential. Researchers
have hypothesised that the subjects somehow recognise the sequen-
tial organisation of the stimuli and represent it internally in such a
way that further-removed stimuli were easier to discriminate (3, 39).

However, the SDE is not a reliable individual effect, only an ag-
gregate one (25). This already throws doubt on any computational
account of the SDE. Bryson and Leong (9) demonstrates that a
stimulus-action model proposed originally by Harris and McGonigle
(19) can better account for the difficulties subjects have learning the
initial stimuli pairs in the first place. It is actually fantastically dif-
ficult for cognitively-limited subjects to learn that a single stimulus
is good in some situations and bad in others. Getting a substantial

2 End items are by far the easiest stimuli in TI, because unlike intervening
items they are uniformly rewarded. Thus TI studies generally exclude end
items from study.
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number of individuals to pass criteria on learning the pairs requires
a careful learning regime. Bryson (6) shows that if we assume that
animals hesitate before acting on their training in proportion to their
certainty about which stimulus should take precedence, then the SDE
can be replicated in aggregate (and not in individual, just as in live
subjects) with this rule-associative model.

Why then do the elderly monkeys used by Rapp et al. (29) show
neither SDE nor learning when a reward schedule has changed? I
speculate that as monkeys advance in age, the probability that they
have learned tasks well increases so the probability they will benefit
from inhibiting acting decreases. Their very survival to an advanced
age effectively increases their certainty in their actions, though the
operation is neurological reduction of capacity for inhibition rather
than cognitive certainty. This comes at a cost of reducing their capac-
ity for learning in unexpected settings.

How does this relate to consciousness? Until we can replicate the
no-SDE results in humans, we cannot be sure. But given both the
monkey and the rat results it seems intuitive that the lack of SDE cor-
relates with the lack of conscious attention. Few would argue against
the claim that consciousness plays an intrinsic role in some forms of
learning. Yet implicit learning can evidently take place and people
can act in response to things they learn without having an explicit
model of what they are doing. Some researchers report detectable
differences in the quality or reapplicability of what is learned im-
plicitly (1, 24), but at least to a superficial level the differences are
often indistinguishable in the context of the task learned itself (32).
What I am claiming here is that there exists a class of learning tasks
that are only likely to be achieved when conducted with conscious
attention. This class includes at a minimum the capacity to detect
better strategies even during the performance of familiar tasks. This
learning takes time, and this time is allocated by the individual in
proportion to their certainty about the performance of the task. This
is the third factor in the allocation of time for cognition mentioned at
the beginning of this section.

The final, fourth factor is similar, but one we are more aware of
and find less surprising. When we are aware there is a need for a
rapid decision, we can make one. When we do so, we are also more
likely to make errors (2, 31). Again, in humans this is a conscious as
well as a cognitive phenomenon, but not one I will touch on further
in this article.

4 How Much Machine Consciousness Does AI
Need?

As I promised in the introduction, this paper is not about every aspect
of consciousness. One of the advantages of AI and simulations more
generally is that we can decompose evolved entities into their con-
stituent parts, then attempt to demonstrate their resynthesis. If the
resynthesis produces comparable results, we have a viable hypoth-
esis. If our model is the simplest one that accurately describes the
natural phenomenon it models, then it should be taken seriously.

The previous sections argue that conscious awareness — presence
in the moment — such as is linked to the formation of episodic mem-
ory is correlated with the ability to learn not only episodes but also
new reward schemes for task learning. Dennett has called conscious-
ness a spotlight; my theory shifts the metaphor slightly to that of
a searchlight. Action selection would in many cases go forward in
the same way without the searchlight, except that it would in fact be
faster in the darkness. The process of search requires not only special
cognitive capacities but also time.

From a computational or machine learning perspective the advan-

tages of this kind of system is easy to justify. Suppose we have a
system which learns, but it cannot learn fast enough to build a com-
plete model of its environment. This might be either because its en-
vironment keeps changing, or its life is short and its environment is
complex, or because its rate of action depends on the complexity of
its model so it needs to keep its model simple by constantly general-
ising it and forgetting something of the past. At any rate, the system
needs to choose a subset of its environment to concentrate its learn-
ing ability — its learning attention — on. What would be a good set
of criteria? Two obvious ones would be:

1. It should focus attention on the actions it is currently taking. This
makes sense because any action it takes now it is likely to need
to take again in the future — the things that it is acting upon are
quite likely to be of some significance to it.

2. It should focus attention longer on things that it attends to but
cannot predict.

If we combine these rules with the natural predispositions we find
in nature to focus attention at least briefly on unexpected, loud or
novel sounds or visual motion, then we might get quite an effective
model of animals like grazing deer or cows. If we added in a drive to
actively explore the manipulation of novel situations and affordances,
we could simulate more creative species like predators or primates.

Of course a pressing concern from an AI perspective is — where
in the action-selection process should the inhibition happen? The an-
swer might seem to be obviously somewhere towards the beginning,
since if a new perspective or alternative is discovered in the time
allocated, selection can be improved. However note that in real an-
imals and children, “looking” knowledge is not perfectly correlated
with acting knowledge (30), and indeed some kinds of learning ex-
periences do not seem to affect action selection until after a night’s
sleep (16). If neuroscience research like Shadlen’s is representative
of more complex tasks, then it really may be simply a general and
ubiquitous slowing of the action selection process, and the advan-
tages of insight may just be happenstance where they occur in time. It
seems to me more likely that a candidate action is chosen quickly and
then its execution is inhibited while the perceptual cues that elicited
that response and the expectations driven by the intended action are
allowed to play themselves out in the agent’s working memory to see
if alternative strategies become more attractive or alternative expla-
nations seem more likely. If a better resolution does emerge the agent
might be described as experiencing insight as it flushes its old plan
and selects a new one.

5 Implications: Self Knowledge, Language and
Ethics

Obviously there are many other aspects to the public concept of con-
sciousness than these periods of awareness and basic capacities for
learning models and correlations. I would now briefly like to talk
about how some of these may follow from what I propose to be the
most basic aspect of conscious attention.

The most obvious self consciousness isn’t just consciousness, it’s
consciousness of the self, something that obviously requires a capac-
ity for consciousness and a concept of self. In our culture, acquisition
of the self concept is of course facilitated by language and shaped by
culture. I stand in complete agreement with the recent work of Den-
nett (15) and more generally with the Extended Mind Hypothesis
discussed by Wheeler (38) that consciousness and cognition more
broadly are significantly enhanced, extended by and dependent on
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material and social culture. But I do not think that this essential as-
pect of consciousness attention requires language or culture. Further,
I doubt that consciousness is necessary for AI to exploit language and
culture where those are able to be learned by brute force rather than
in a systematic, task-driven way. I would argue that Google Search is
absolutely an AI application that exploits human culture, but I don’t
see a reason to refer to Google as conscious.

To return to self consciousness, I doubt also, given the difficulty
that children and even adults have in learning that every person is
a person just like they are, that species without human language or
culture do reliably achieve self awareness. Some individuals of so-
cial species do seem to show self consciousness, but I wouldn’t take
that as indicative that every individual is able to apply the rules it has
learned to reason about others’ behaviour to reasoning about its own.
Google on the other hand has many searchable representations of it-
self and treats itself exactly like any other company or web presence.

One impediment to relatively simple explanations of attention and
the concept of self such as those above is that our culture has an
enormous amount of moral and ethical associations linked with con-
sciousness. It is easy to imagine why there would be a confounding
of consciousness with ethical obligation. Ethics is an evolved mech-
anism for sustaining societies, and it is most efficient when it appro-
priately allocates responsibility. Those who are aware are more likely
to be responsible than those who are not, and also are more likely to
be affected by our actions towards them. Most of our actions such
as speech and gesture have relatively little impact on someone not
aware of them. Only the conscious can be moral agents, but that does
not necessarily imply that all conscious entities must be treated as
moral agents.

Similarly, the technical definition of suffering involves the require-
ment that an animal’s behaviour changes for the worse even after the
disphoric situation (20). Clearly by the definitions given above this
could only happen if the agent was learning (or attempting to learn)
new behaviour while in the unfortunate situation. Thus this sort of
conscious attention is necessary for an agent to experience suffering.
But again, it is not sufficient. Even humans in particular neurological
states do not suffer when they experience even severe pain (13). It
is hard to comprehend some of the effects of anaesthetics, but easier
to imagine building a machine that could be able to learn to perform
tasks more generally but not to suffer.

In fact, my own opinion is that we are obliged when we make in-
telligent machines to make ones we are not obliged to (4, 7, 8). We
can avoid uniqueness of body, and where there is uniqueness of mind
we can ensure it is backed up appropriately. Further, any machine we
build we will have built, and even if it acquires new goals we will
have determined the means by which it acquires them. In this, ma-
chines and artifacts more generally are fundamentally different from
the agents that evolved naturally along with us, including other peo-
ple. In my opinion we should always view ourselves as essentially
responsible for machines. Unlike the ordinary human process of chil-
dren aging and becoming responsible first for themselves, then for
their parents, I see no reason to replicate this process with AI. As I
said, ethical systems have co-evolved with our societies. Now as our
societies change rapidly, much of this ‘evolution’ is through deliber-
ated legislation. I believe the most stable solution for human society
is to value humanity over robots and maintain our responsibility for
the machines we make. Otherwise there will be a moral hazard for
people to commit violence and vandalism through their machines.
Whether the machines are capable of learning while they are acting
has little impact on the consequences for human society if we allow
each other to displace our responsibility onto our creations.

6 Conclusion
In this paper I have argued that the most essential part of what we
ordinarily call consciousness — that part that generates awareness of
the moment and episodic memory — is a learning system associated
with but not necessary for action selection in mammals. It provides a
capacity for learning subtle contingencies in action selection — for
noticing (for example) that a reward schedule has changed within an
apparently-familiar task. I have suggested that the reason we are not
conscious of everything at all times is simple combinatorial complex-
ity — the fact that learning takes time and time is valuable.

I have suggested that machines will need this sort of attention only
to the extent that they need to learn new skills or models and are lim-
ited in their ability to learn so need a heuristic for focusing their
available capacity. In that case I suggest that the heuristic that has
evolved for us is likely to be useful for them as well — to allocate
attention on the actions you actually perform, and in time in propor-
tion to your uncertainty about your next action, or to put it in another
and more generally useful way, to predict changes in your immediate
environment, including those expected to result from your action.

I have finally argued that this sort of attention is necessary but not
sufficient for a variety of other phenomena we associate with con-
sciousness — particularly ethical phenomena. It is however neither
necessary nor sufficient for the concept of self in AI, but almost cer-
tainly precedes it in human and animal cognition.
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Abstract.  Synthetic phenomenology, in the sense of 

Chrisley [1], mainly focuses on the analysis of simplified 
perceptual signals with small or reduced dimensionality. Instead, 
we claim that synthetic phenomenology should be analysed in 
terms of dynamic perceptual signals with huge dimensionality. 
We claim that forms of dimensionality reduction of the 
perceptual signals, as done e.g. in typical robot vision 
applications, are characteristics of automatic “unconscious” 
processing. An effective “conscious” process actually deals with 
and must exploit the richness of the perceptual signals coming 

from the retina.  We explore the hypothesis of a high-resolution 
buffer for the visual process and we discuss an application in a 

cognitive system for robot vision.
1
 

 

1 INTRODUCTION 

It has been questioned if robots could have qualitative, 
phenomenal experiences in the sense discussed by, among 
others, Nagel [2] and Chalmers [3]. For our present concerns, we 

will speak of robot phenomenology according to the synthetic 
phenomenology approach introduced in the seminal work of 
Chrisley [1].  

The synthetic phenomenology approach focuses on two main 
efforts:  

 the characterization of phenomenal states possessed 

or modelled by a robot;  

 the use of a robot to help specifying phenomenal 

states.  
However, the studies of synthetic phenomenology reported so 

far (see, e.g.,  Chrisley [1] and Aleksander [4]) mainly concerned 
the analysis of pre-processed signals with small or reduced 
dimensionality.  

We claim that effective synthetic phenomenology should 

analyse raw dynamic perceptual signals with huge 
dimensionality generated from dynamic data directly coming 
from the sensory systems without using any form of 
compression, but instead augmenting their own dimensionality 
by suitable computer vision processing.  

In fact, when we consider the perceptual signals coming from 
the retina during saccadic movements, we find a huge number of 
receptors that give rise to high-dimensional spatio-temporal 

signals over time, what Kuipers named “the firehose of 
experience” [5]. 

We claim that any forms of dimensionality reduction of the 
perceptual signals, as in, e.g., typical robot vision applications, 
are characteristics of automatic “unconscious” processing.  
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Effective processes relevant for synthetic phenomenology 

instead exploit the richness of the dynamic perceptual signals 
coming from the retina. To reduce the input dimensionality by 
compression may mean to throw the phenomenology out from 
the system.  

2 THE COGNITIVE VISION SYSTEM 

In previous papers [6-8] we presented a cognitive vision system 
organized in three computational areas – a term which is 
reminiscent of the cortical areas in the brain, and its relationship 
with experience (Figure 1). 

The subconceptual area is concerned with the processing of 
data coming from the sensors. Here, information is not yet 
organized in terms of conceptual structures and categories. From 

the point of view of artificial vision, this area includes all the 
processes that extract suitable features, edges, and surfaces; that 
perform image segmentation; and that extract the 3D information 
of the perceived scene. In this sense, the subconceptual area is 
implemented as a pool of processes that tightly interact with the 
high-dimensional buffer (Figure 1) typically in  bottom-up 
modalities. 

In the linguistic area, representation and processing are based 

on a logic-oriented formalism. We adopt the term “linguistic” 
instead of the overloaded term “symbolic”, because we want to 
stress the reference to formal languages in the knowledge 
representation tradition.  

 
 
 

 
 

Figure 1. The cognitive vision system. 
 
 
The conceptual area is intermediate between the 

subconceptual and the linguistic areas. Here, data is organized in 
conceptual “gestaltic” structures, that are still independent of any 

linguistic description. The symbolic formalism of the linguistic 
area is interpreted on aggregation of these structures. The 
conceptual area is implemented as a pool of processes that 
tightly interact with the high-dimensional buffer (Figure 1) 
typically in top-down modalities. 
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In [6] we assumed that, in the case of static scenes, the 
conceptual area is a metric space in which each point 

corresponds to a 3D primitive shape, characterized according to 
Constructive Solid Geometry (CSG) schema. In particular, we 
adopted standard 3D primitives as cubes, spheres, planes, 
cylinders, and superquadrics [9] as primitives of the CSG. 
Therefore, a point in the conceptual area summarizes the 
parameters of a particular instance of a 3D primitive.  

In order to represent composite objects that cannot be reduced 
to single 3D primitives, we assume that they correspond to 

groups of primitives. Figure 2 (left) shows a hammer composed 
of two 3D primitives, corresponding to its handle and to its head. 
Figure 2 (right) shows a picture of how hammers are represented 
in the conceptual and linguistic areas of the vision system. The 
concept hammer consists of a set of pairs; each of them is made 
up of the two components of a specific hammer, i.e., its handle 
and its head.  

 

    
 
 

Figure 2. A hammer made of two superquadrics, and its 
representation in the conceptual and linguistic area. 
 

In the described vision system, a relevant role for synthetic 
phenomenology is played by the high-dimensional buffer that 
receives information from the subconceptual area in a bottom-up 

modality and from the conceptual area in a top-down modality. 
As described in the rest of the paper, the processes that 

operate over the buffer use the 3D information stored in the 
conceptual area and the raw data coming from sensors and 
processed by the subconceptual area to build a high-dimensional 
reconstruction of the scene, which is perceived in terms of 
features, boundaries, shapes, 2D and 3D information. 

3 THE HIGH-DIMENSIONAL BUFFER 

HYPOTHESIS 

Recent findings in neuroscience seem to reconsider the 
possible role of the V1 area in the brain. Typically (see, e.g., 
Marr [10]), this area has been considered as a feed-forward area 
able to extract local features as edges.  

Evidence is discussed (Lee, Mumford et al. [11], Lee and 
Mumford [12]) that this area may have the functional role of a 

high-dimensional buffer for the lower and higher visual areas in 
the brain.  

 
 

 

 
 
Figure 3. Interaction between the V1 area and the higher level 
visual areas (adapted from Lee, Mumford et al. [11]). 

 
In this framework, the V1 area could also be involved in 

many higher level computations that involve “high resolution 

details, fine geometry and spatial precision” [11]. 
Figure 3 (adapted from Lee, Mumford et al. [11]) shows a 

possible role of the V1 area in the visual system, in which the 
higher level areas interact over time by means of the V1 area.  

A computational model of this area should take into 
consideration the storage of local features and results of edge 
detection as in classic models of V1, but also surface borders, the 
depth map, figure/ground segmentation and 3D shapes of the 

perceived objects, necessary for the higher level visual area. 
Therefore, from the computational point of view, a suitable 

model could be a blackboard [13] in which the different 
processes related to the visual areas may interact and exchange 
data both from bottom-up and top-down modalities.  

It should be stressed that, according to this model, the data 
dimensionality in this area will grow according to the performed 
computer vision computations. Moreover, it could be the case 

that not all the information stored in the buffer is  consistent and 
coherent, as in the case of the aperture problem in motion 
perception or the concave-convex problem in estimating shape 
from shading. 

The information stored in the buffer 𝐵 𝑡  at time t may be 

viewed as a high-dimensional vector storing the information of 
the perceived image: 
 

𝐵 𝑡 =

 
 
 
 
 
 
 

𝐼𝑚𝑎𝑔𝑒
𝐸𝑑𝑔𝑒𝑠

𝑆𝑢𝑟𝑓𝑎𝑐𝑒𝑠
⋮

2.5𝐷 𝑆𝑕𝑎𝑝𝑒
3𝐷 𝑉𝑜𝑙𝑢𝑚𝑒
3𝐷 𝑆𝑕𝑎𝑝𝑒  

 
 
 
 
 
 

 

 
The information stored in this area may be considered as a 

sort of “intrinsic image” of the perceived scene, i.e., a structural 
model of the scene [14].  

This vector is high dimensional because of its several 

components but also because it is built up by means of fovea 
movements over time. In fact, the fovea acquires more and more 
information about the scene during saccadic movements giving 
rise to a high-dimensional spatio-temporal vector 𝐵 𝑡 . 

We hypothesize that the main focus of the synthetic 
phenomenology of a robot is in the high-resolution buffer 
accessed by bottom-up processes related to the information 
directly coming from the camera, and by top-down 
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“unconscious” processes related to the information stored in the 
higher level vision areas.  

Therefore, no dimensionality reduction is performed, but 
instead, these processes augment the dimensionality of the buffer 
by storing the results of their computations over time. 

This model resembles the Global Workspace Theory 
proposed by Baars (see Baars [15] for an introduction). While 
the computational model is similar as both models refer to a 
blackboard system, in our model essentially the high-resolution 
buffer contains the raw information coming from the camera and 

all the results of the computer vision processes. Therefore the 
buffer operates at a lower level with respect to the GWT. And in 
fact, the processing of the image happens spontaneously and 
without any form of volitions or voluntary actions.  

Actually, our model is in the line of the “multiple drafts” 
hypothesis proposed by Dennett [16], in which different and 
contrasting hypotheses are generated, coexist and are destroyed 
over time. 

The hypothesis of a high-resolution buffer inspired the 
promising research area of “deep machine learning” [17]. It 
should be noticed that, despite the obvious computational 
problems when dealing with high-dimensional vectors, spaces 
with increased dimensionality could be a munificence when 
searching for global minima [18]. High-dimensionality actually 
presents great advantages for the purposes of classification and 
regression, and it is at the basis of the Kernel Machines, as 

pointed out by Cortes and Vapnik [19]. 

4 A STATIC EXAMPLE  

As an example of a high-dimensional buffer, we describe the 
experimental setup at the Robotics Lab of the University of 

Palermo (see [6] for details).  
We have chosen a simple experimental framework that avoids 

some typical complex problems in computer vision. The 
framework consists of static scenes made up of objects like 
hammers, tennis balls and computer mice; all the objects rest on 
a uniform, visually-contrastive planar backdrop. The objects are 
easy to segment and they are arranged in order to avoid 
occlusions. Sensory data are 2D images acquired by a video 

camera (two-dimensional arrays of pixels) representing an 
orthogonal view of the observed scene, as in Figure 4.  

Once again, it should be stressed that this is a simplified static 
example, because there are no fovea movements; we hypothesize 
that the whole image is immediately available to the sensors of 
the vision system. To exploit the whole power of the multi-
dimensional buffer, we should also consider the spatio-temporal 
signals coming from the fovea during saccadic movements. 

Starting from the sensory data of the static scene which is the 
0th component of 𝐵 𝑡  (see Figure 5), the region-growing 

process computes the segmentation map of the image. As a 
result, the image is initially partitioned into elementary regions 
of uniform brightness. This is a low-level, bottom-up process 
that generates the 1st component of 𝐵 𝑡 .  

The depth map is then computed by a process that performs 
the shape from shading estimation, thus generating the 2nd 
component of 𝐵 𝑡 . It should be noticed that the shape from 

shading process receives as bottom-up input both the 
segmentation map and the original image and it makes the top-
down assumption that the surfaces in the scene are convex ones.  

 

 
 

Figure 4. The observed static scene. 
 
Both the depth map and the information about the segmented 

regions are employed as input to the volumetric region process. 
The operation of this block produces the volumetric 
representation of the input depth map by means of a spatial 
array. In the current implementation, the result is a discrete 
representation of the spatial bulk of the objects present in the 

scene by voxels, i.e., in terms of primitive volume elements. This 
is the 3rd component of the buffer 𝐵 𝑡 .  
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Figure 5. The multi-dimensional buffer related with  

the static scene in Figure 4. 

The 4th component of 𝐵 𝑡  in the current implementation is 

the fitting of the obtained volumes in terms of 3D shapes 
𝑘1 , 𝑘2 , 𝑘3 , 𝑘4 . This is a bottom-up and top-down process 

involving the previous components of the buffer and also 
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suitable expectations related to the acquired scene. Its 
construction is an active process, driven by both the external 

flow of information and the inner model of the world.  
As a result, the vector 𝐵 𝑡  in Figure 5 is highly 

multidimensional. It should be noticed that this reconstruction is 
viewer-dependent for some components, i.e., the 0th to 3rd 
components, and viewer-independent for the 4th component. 
Again, not all the information stored in the buffer should be 
consistent and coherent. 

We claim that the spatio-temporal evolution of 𝐵 𝑡  plays a 

fundamental role in the synthetic phenomenology of the robot, 
by means of foveal movements that scan the scene during time.  

This buffer allows the robot to directly answer typical 
phenomenological questions, like, for instance, “which is the 
part of that object and which are its colour and brightness at that 
point in space? How fast is it moving? Is it alerting you?”, and 
so on. 

5 CONCLUSIONS & FUTURE WORK 

This paper claims that the synthetic phenomenology of a robot 
should take into account the whole huge richness of signals 
coming from the sensors exploited by the vision processes 
occurring in the higher vision area.  

The main hypothesis is that a high-dimensional vector that 
acts as a buffer for low and high level vision processes is the 

main site for exploiting the synthetic phenomenology of the 
robot. 

We illustrated the idea of a multi-dimensional buffer with 
reference to a simplified case of a static scene without fovea 
movement. 

Future works will concern the full exploitation of the spatio-
temporal multi-dimensional buffer considering fovea 
movements, as in the work of Chrisley [1].  

A related research line will concern the analysis of the huge 
dimensionality of the resulting vector by means of suitable 
kernel machines [20]. The goal of this approach is to get 
advantages of the high dimensionality of the resulting buffer 
vector in order to classify and to generate anticipations of the 
perceived scene by means of linear operators of low complexity, 
but without dealing with the high complexity related with the 
dimensionality of the resulting vector. 
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Information Integration, Data Integration  

and Machine Consciousness  

David Gamez
1
 

Abstract.  Information integration is a property of systems of 

connected elements that expresses the extent to which they are 

capable of entering a large number of states that result from 

causal interactions among their elements. In recent years a 

number of people have claimed that there is a link between 

information integration and consciousness and a number of 

algorithms for measuring information integration have been put 

forward. This paper gives an overview of the conceptual and 

experimental issues surrounding information integration and 

explores some of the links between information integration and 

machine consciousness.12 

1 INTRODUCTION 

Neuroscience research often uses information measures, such as 

mutual information or transfer entropy, to identify the 

anatomical, functional and effective connections between 

different parts of the brain or a neural simulation [1, 2]. Many 

authors have observed that integration is a key feature of 

conscious states [3, 4], and it has been a natural progression to 

suggest that measures of functional and effective connectivity 

could be used to identify the parts of the brain that are highly 

integrated and thus correlated with conscious states. Tononi [5, 

6] has gone beyond this correlation approach to claim that 

consciousness actually is integrated information, and proposed 

algorithms for identifying the areas of maximum information 

integration in a system [7, 8]. 

One of the key attractions of information integration theories 

of consciousness is that they are precise enough to be 

experimentally tested. For example, Tononi‟s most recent theory 

[5] can predict the areas of a system that are associated with 

consciousness, the amount of consciousness that is present and 

the qualitative character of this consciousness for each state of a 

system. This precision of information integration theories points 

the way towards a more scientific approach to consciousness, in 

which falsifiable predictions made by different mathematically 

formulated theories of consciousness can be systematically 

compared (see Section 4). A second advantage of information 

integration theories is that they can be applied to both artificial 

and natural systems: if a link could be established between 

information integration and consciousness in humans, then it 

would be possible to make convincing predictions about the 

consciousness of artificial systems as well. 

While information integration theories are promising, there 

are many issues that need to be addressed. Some conceptual 

difficulties surrounding the nature of information and integration 

are covered in Section 3, and there are a number of practical 

problems with measuring information integration, including the 
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performance of current algorithms, how accuracy can be 

evaluated, and the selection of a particular level of the system for 

analysis. These practical issues are examined in Section 4, which 

gives an overview of how information integration theories could 

be experimentally tested. Some of the potential applications of 

information integration algorithms are covered in Section 5. 

2 BACKGROUND 

Research on information integration and consciousness is closely 

linked to work on the identification of functional and effective 

relationships between neurons and neuron groups using neural 

complexity [9, 10], transfer entropy [11] and other measures. 

There has been some research comparing neural complexity 

measures and graph theory [12], and these measures have been 

used by a number of people to examine the anatomical, 

functional and effective connectivity of biological networks, 

either using scanning or electrode data, or large-scale models of 

the brain. One example of this type of work is Honey et al. [13], 

who used transfer entropy to study the relationship between 

anatomical and functional connections on a large-scale model of 

the macaque cortex, and demonstrated that the functional and 

anatomical connectivity of their model coincided on long time 

scales. Another example is Brovelli et al. [14], who used 

Granger causality to identify the functional relationships 

between recordings made from different sites in two monkeys as 

they pressed a hand lever during the wait discrimination task. 

Information-based analyses have also been used to guide and 

study the evolution of artificial neural networks connected to 

simulated robots [15, 16]. An overview of this type of research 

can be found in [1, 2]. 

A number of people have suggested that there is a link 

between information integration and consciousness [3, 4], or that 

information integration actually is consciousness [5, 6], and 

several algorithms for calculating information integration have 

been put forward. These include neural complexity [10], 

stateless Φ [8], state-based Φ [7],3 causal density [17], liveliness 

[18], and an information integration measure that can be applied 

to time series data [19]. Seth et al. [20] gives a review of earlier 

work, identifies a number of weaknesses in Tononi and Sporns‟ 

[8] method and criticizes the link between information 

integration and consciousness.  

There has been a limited amount of experimental work on the 

link between information integration and consciousness. For 

example, Lee et al. [21], made multi-channel EEG recordings 

from eight sites in conscious and unconscious subjects and 

constructed a covariance matrix of the recordings on each 

frequency band that was used to identify the complexes within 
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the 8 node network using Tononi and Sporns‟ [8] algorithm. This 

experiment found that the information integration capacity of the 

network in the gamma band was significantly higher when 

subjects were conscious. Massimini et al. [22, 23] have carried 

out experiments in which a TMS pulse was applied to the 

subject‟s brain and the resulting activity was recorded using 

EEG. Massimini et al. found that the activity resulting from the 

TMS pulse was more localized and less differentiated when the 

subjects were unconscious, suggesting that a combination of 

integration and differentiation is linked to conscious states. In 

the simulation work on information integration detailed 

predictions have been made about the amount and distribution of 

consciousness in an 18,000 neuron network [24], and some 

preliminary comparisons have been carried out between state-

based Φ and liveliness [18]. 

3 INFORMATION OR DATA INTEGRATION? 

3.1 The Nature of Information 

Information is notorious for coming in many forms and having 

many meanings. It can be associated with several explanations, 

depending on the perspective adopted and the requirements and 
desiderata one has in mind.  

Floridi [25], p.1 

In the work using information theory to measure brain 

connectivity, the exact nature of information is not important 

because Shannon‟s information equations are used as 

mathematical tools to identify the functional and effective 

connections between groups of neurons. However, the nature of 

information does become important when a property of the 

system called information integration is linked to consciousness. 

In this shift it is no longer the relationships between biological 

neurons that are important, but the presence of information 

integration in the system. It then becomes necessary to say what 

information is and how it can be identified in an arbitrary 

system.  

To understand the problem of identifying information, 

imagine that an aubergine is lying on the table in front of you. 

Simply through its existence on the table, this aubergine contains 

the information that there is an aubergine on the table in front of 

you. Cut the aubergine open and a pattern of seeds are revealed, 

which can be interpreted as letters in a particular language. The 

genetic code of the aubergine can also be read and the aubergine 

contains an enormous amount of information about the location 

of each of its atoms relative to a particular reference point. Each 

of these types of information at different levels of the aubergine 

can be transformed into other types of information. For example, 

the sequence of nucleotides in the aubergine‟s DNA could be 

remapped into a sequence of numbers representing an image or 

sound.  

This example of the aubergine suggests that physical objects 

can be interpreted as containing a virtually infinite quantity of 

information, which is relative to an observer and level of 

abstraction that define the information states in a system. A 

theory of information that can handle this apparent relativity is 

the General Definition of Information (GDI). According to 

Floridi‟s [26] formulation of the GDI, σ is an instance of 

information, understood as semantic content, if and only if:  

 GDI.1) σ consists of n data, for n >= 1; 

 GDI.2) the data are well-formed; 

 GDI.3) the well formed data are meaningful. 

This GDI is based on the notion of data, which Floridi describes 

as a lack of uniformity in the world. The data that is accessible to 

us and can be read depends on pre-theoretical differences in the 

physical world, called dedomena, which cannot be experienced 

without an interpretation that is applied to the world. These 

dedomena are the conditions of possibility for experienced data - 

something like Kant‟s noumena or Locke‟s substance - that 

make the differences that we can measure and manipulate 

possible. For example, dedomena might make the measureable 

difference between higher and lower charge in a battery possible, 

and this type of measureable difference between physical states 

can in turn be used to create higher levels of data, such as 

symbols. The interface that defines the scope and type of data in 

a system is called a level of abstraction by Floridi. 

From the point of view of the information integration theory 

of consciousness, this distinction between dedomena and data 

that we understand and manipulate is important because only 

dedomena can be considered to be an objective property of the 

system. The data or sets of differences that we actually extract 

will always be the result of a particular interpretation. This is not 

a problem if we are interested in correlations between 

information integration and consciousness, but it is an issue for 

Tononi‟s claim that information integration is consciousness 

because consciousness is typically thought to be an objective 

feature of the world, not a subjective interpretation of a system 

by an observer. One potential way around this problem would be 

to say that consciousness is the integration between differences 

in a physical attribute of the system, such as its electric field, 

which is thought to be more than just a subjective interpretation. 

Once a method for identifying data in a system has been 

defined, the next stage is to specify a syntax that will enable 

well-formed data to be extracted in a systematic way. For 

example, the sequences of nucleotides that constitute the 

aubergine‟s genetic code can only be read when we can 

distinguish between sequences coding proteins and junk DNA. If 

we want to interpret the aubergine‟s seeds as Arabic writing, the 

seed pattern will have to conform to the shapes of the letters in 

Arabic, the order of the letters will have to conform to the 

orthography of Arabic and the order of the words will have to 

conform to the grammar of Arabic.  

While it is relatively easy to extract well-formed data from a 

system, this data might may not be meaningful in any way. 

Suppose that the aubergine is in half, covered with a grid of 

millimetre squares and a 1 is read off if the square contains an 

even number of seeds and a 0 is read off if the square contains an 

odd number of seeds. This sequence of 1s and 0s is well formed 

data because it conforms to a specified syntax, but since it lacks 

meaning, it is not information according to the GDI. The 

question of what makes data meaningful is much more difficult 

than the identification of data in a system, and Floridi‟s approach 

is to describe semantic content as a combination of data and 

queries. So, for example, the proposition “The earth only has one 

moon” can be interpreted as a piece of meaningful data in which 

the semantic content is the question “Does the Earth only have 

one moon?” and the answer “yes” is a single bit of data.  

Starting with the work of Shannon [27], there has been an 

extensive amount of work on the communication of information, 

describing the entropy of an information source, the mutual 

information between two devices and the maximum rate of 
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communication over a channel. However, as Floridi points out, 

Shannon‟s mathematical theory of communication (MTC) is a 

theory about data transmission, not about information 

transmission, because it does not take the meaning of the 

messages into account: “since MTC is a theory of information 

without meaning (not in the sense of meaningless, but in the 

sense of not yet meaningful), and since we have seen that 

[information – meaning = data], „mathematical theory of data 

communication‟ is a far more appropriate description of this 

branch of probability theory than „information theory‟.”([26], p. 

33). This suggests that “information integration” algorithms 

based on Shannon‟s work, such as [8], are actually measures of 

data integration, unless it can be shown that the integrated data 

carries semantic content. This distinction between data and 

information poses a separate question about whether there is a 

link between information integration and consciousness, where 

information is understood as meaningful data. This is 

particularly relevant when considering embodied theories of 

consciousness, since meaningful data could be data that co-

varies with the world. 

3.2 Integration of Information 

There are many ways of interpreting the notion of integrated 

information, including data fusion, meta data about information 

and statistical and causal relationships between items of 

information. The type of information integration that is claimed 

to be linked to consciousness has a very specific meaning 

because it is not just the integration that is important, but the 

differentiation of the information states as well. Tononi [5, 6] 

illustrates this idea of differentiated integration using the 

example of a digital camera sensor with a million photodiodes. 

This sensor is highly differentiated because it can enter 21,000,000 

different states but in each of these states the photodiodes are 

acting independently and there is no integration between them. 

In contrast, consider a million Christmas lights connected to a 

single switch: when the switch is on, the lights are on; when the 

switch is off, the lights are off. In this system there is a high 

level of integration between the switch and the lights, but almost 

no differentiation because the system can only enter two possible 

states: all lights on or all lights off. In between the camera 

photodiode and the Christmas lights are systems that are both 

differentiated and integrated: they can enter a large number of 

different states and these states are the result of causal 

interactions between the elements. According to Tononi [5, 6], a 

key example of differentiated and integrated systems are the 

areas associated with consciousness in the human brain. 

The algorithms that have been put forward for measuring 

information integration - for example [7, 8] - are intended to 

quantify the balance between differentiation and integration in a 

system of connected elements. While algorithms for measuring 

the integration between items of information are relatively 

straightforward – for example, statistical or causal measures – 

and the differentiation of a system can be quantified using 

information entropy, it is a challenging task to find an algorithm 

that can quantify the combination of differentiation and 

integration. Some of the performance and accuracy issues raised 

by the current algorithms are covered in Section 4.3. 

4 TESTING INFORMATION INTEGRATION 

4.1 Introduction 

Information integration is an empirical theory about a link 

between a measured feature of the physical world and 

phenomenal experience. Its great strength is that it makes strong 

claims about the world that can be shown to be false. Many other 

theories of consciousness, such as higher order thought [28], 

might be thought to be intuitively plausible, but they are not 

scientific if they cannot be experimentally tested. 

Experiments on the link between information integration and 

consciousness are likely to involve the following steps: 

1. Select a system that is known to be conscious or commonly 

agreed to be conscious. 

2. Measure the information integration of the system. 

3. Measure the consciousness of the system. 

4. Identify correlations between information integration and 

consciousness. 

5. Test predictions made by information integration about the 

consciousness of the system. 

The following sections cover each of these stages in more detail. 

Although this discussion is framed in terms of the information 

integration theory of consciousness, a similar approach could be 

applied to any theory of consciousness that is expressed in a 

precise mathematical or algorithmic form. 

4.2 The Platinum Standard System 

To establish whether information integration in a physical 

system is linked to conscious states it is necessary to start with a 

physical system that is known or commonly agreed to be 

associated with consciousness. Although we typically assume 

that infants and higher mammals are conscious, the only system 

that is confidently associated with consciousness is the awake 

normal adult human brain. By „normal‟ it is meant that the brain 

is undamaged and its functions and measurements fall within 

two standard deviations for the human species. „Awake‟ is 

intended in a non-technical sense to indicate that the brain is 

functioning in a way that is typically considered „conscious‟. 

This type of wakefulness is distinct from the medical definition, 

since apparently wakeful states can be exhibited by people in a 

vegetative state who are unlikely to be conscious [29]. While 

there will be times when the awake normal adult human brain is 

not conscious – for example, epileptic automatism [30] - a 

science of consciousness has to start somewhere, and the awake 

normal adult human brain is the physical system that we are 

most certain is typically associated with conscious states.  

The awake normal adult human brain will be referred to as 

the platinum standard system. Just as a platinum-iridium 

standard bar in Paris was used to define the length of a metre, the 

awake normal adult human brain is our platinum standard for a 

conscious system. If this physical system is not associated with 

conscious states most of the time, then nothing is. A further 

assumption, that the consciousness associated with different 

platinum standard systems is roughly the same, may become 

necessary for detailed predictions about the contents of 

consciousness. 

It is important to note that artificial systems cannot be used to 

test the link between information integration and consciousness 
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because it is not clear whether they are associated with conscious 

states. If a link between information integration and 

consciousness could be established, then it would become 

possible to make predictions about the consciousness of artificial 

systems using information integration, but this link has to be 

demonstrated on a platinum standard system first. 

4.3 Measuring Information Integration in the 

Physical Platinum Standard System 

To investigate the link between information integration and 

consciousness it is necessary to measure the amount of 

information integration in the platinum standard system. The 

first stage is the definition of the level of abstraction that will be 

used in the experiments. Data in the brain can be defined at 

many different levels – for example, sub-atomic, atomic, 

molecular, neural or neuron group - and it is far from clear 

whether different levels of abstraction will lead to different 

amounts of information integration in the system, or whether the 

levels will coincide. As an example, consider the problem of 

measuring colour in a sack of oranges. If colour is measured at 

the level of individual oranges, then the sack of oranges will be 

pronounced orange. Likewise, an analysis at the level of 

segments will result in an orange colour, but analyses at the sub-

atomic level or at the level of pips will result in zero orange 

colour. Within information integration analyses, the key 

experimental challenge is to identify whether the levels coincide 

or contradict – for example, whether information integration 

analyses at the level of ions match analyses based on areas of the 

brain. There is also a challenging question about whether the 

interpretation of the neural code will affect the amount of 

information integration – for example, rate-based analyses could 

give very different results from analyses based on polychromous 

groups [31]. 

The presence of multiple information integration algorithms 

that apparently measure the same objective property of the 

physical world raises the question about which is the most 

accurate algorithm and how this accuracy can be measured. The 

accuracy of information integration algorithms could be 

evaluated by making the (problematic) assumption that 

information integration is correlated with consciousness, and 

carrying out experiments – for example, using fMRI or EEG – 

that measure the correlation between the output of the 

information integration algorithms and the reports of conscious 

states from the platinum standard system. If information 

integration is correlated with consciousness, then the algorithms 

that most accurately predict consciousness would be the most 

accurate measures of information integration. The main problem 

with this approach is that some or all of the algorithms might be 

measuring a property of the brain that is correlated with 

consciousness, but which has nothing to do with information 

integration. There is also the issue that our spatial and temporal 

access to the brain is severely limited, which makes it very 

difficult to measure information integration in humans.  

Another way of measuring the accuracy of information 

integration algorithms is to create simulated networks with 

regions that we expect to have high information integration – for 

example, a neural network with several highly intra-connected 

modules would be expected to have higher information 

integration within the modules. Different information integration 

algorithms could be run on these networks and their output 

compared with the areas of expected maximum information 

integration. This approach has the problem that our intuitions 

about the areas of maximum information integration might not 

be correct, but there does not appear to be a way of measuring 

the information integration of a network that does not depend on 

a particular algorithm. While the simulated networks approach is 

problematic, until our access to the brain improves it appears to 

be the only method available for the comparison of different 

measures of information integration. 

A second problem with measuring information integration is 

the performance of some of the current algorithms - for example, 

it has been predicted to take 109000 years to fully analyze an 

18,000 neuron network using Tononi and Sporns‟ algorithm [32] 

and it could take 100 million years to analyze a network of 30 

elements using Balduzzi and Tononi‟s algorithm [18]. Some 

work on addressing this issue has been carried out by Aleksander 

and Gamez [18], who developed an algorithm for measuring 

information integration based on liveliness that scales linearly 

with the number of neurons and connections. However, even 

with these improvements, current supercomputers are likely to 

struggle with a full analysis of the platinum standard system, 

which has around 1010 neurons and 1015 synapses. Although 

artificial systems cannot be used as platinum standard systems, 

they are an ideal test environment for benchmarking the 

performance and accuracy of different ways of measuring 

information integration. 

A final problem with some of the current algorithms, such as 

state-based Φ and liveliness, is that they rely on knowledge 

about the underlying causal structure of the system. This is not a 

problem with artificial systems, where the causal structure is 

usually known, but typical measurements of the platinum 

standard system, such as fMRI, EEG or electrode data, are a 

sequence of states whose causal relationship is unknown. This is 

not an issue for Seth‟s Granger causality measure [33], and it 

could be partially addressed for the other measures by inferring 

the causal structure from the sequence of states using Granger 

causality, transfer entropy or mutual information.  

4.4 Measuring Consciousness in the Platinum 

Standard System 

In experiments on the link between information integration and 

consciousness, the information integration of the physical system 

is compared with measurements of conscious states. In the 

platinum standard system, consciousness is typically measured 

through first person reports, although other behaviours can be 

used to infer the presence of consciousness and its contents. It is 

also possible to use cognitive abilities that are systematically 

linked to consciousness to reliably infer the presence of 

consciousness in a platinum standard system [34]. There are 

numerous problems with the measurement of consciousness, 

such as the dependence on potentially fallible memory and the 

limited bandwidth and accuracy of human language – see [34] 

for a more detailed discussion. 
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4.5 Correlations between Information Integration 

and Consciousness in the Platinum Standard 

System 

While falsifiable predictions are the gold standard for scientific 

theories (see Section 4.6), initial work on the link between 

information integration and consciousness is likely to focus on 

the identification of correlations between information integration 

and consciousness. Early experiments are likely to study whether 

the presence of consciousness is correlated with higher 

information integration; eventually research will move on to 

examine whether different degrees of consciousness are linked to 

different amounts of information integration and whether the 

contents of consciousness vary in the way suggested by 

information integration theories.  

4.6 Predictions about Consciousness in the 

Platinum Standard System 

...the real test of a scientific theory of consciousness is its ability 

to make falsifiable predictions: I shall certainly admit a system as 

empirical or scientific only if it is capable of being tested by 
experience. These considerations suggest that not the verifiability 

but the falsifiability of a system is to be taken as a criterion of 

demarcation ... I shall require that its logical form shall be such 
that it can be singled out, by means of empirical tests, in a 

negative sense: it must be possible for an empirical system to be 

refuted by experience. 
Popper [35], p.18  

A substantial amount of the current work on consciousness is 

based on theories that are felt to be more or less intuitively 

plausible. To become truly scientific, the study of consciousness 

has to move towards a situation in which predictions made about 

the consciousness of a platinum standard system are compared 

with the platinum standard system‟s behavioural reports about its 

consciousness.  

The information integration theory that is most capable of 

making predictions [5] can predict the areas of a physical system 

that are associated with consciousness, the amount of 

consciousness in these areas and the qualitative character of this 

consciousness. When our ability to measure the human brain has 

increased its spatial and temporal resolution (and if the 

performance of current algorithms can be improved), it should 

become possible to make predictions about the consciousness of 

a platinum standard system and compare these predictions with 

first person reports. The information integration theory of 

consciousness would become widely accepted if it could make 

large numbers of accurate predictions about the contents of 

consciousness of human subjects using only physical 

information about the system. 

4.7 The Path Ahead 

The problems identified in this paper currently make it 

impractical to systematically test information integration 

algorithms on platinum standard systems. Instead, initial work in 

this area is likely to use artificial neural networks, possibly 

embodied in robots, to develop more efficient algorithms and 

investigate novel ways of analyzing networks for information 

integration. This work on artificial systems will feed into 

experimental work using scanning data with low spatial and/or 

temporal resolution, such as the experiments discussed in 

Section 2. During this research, the predictions that are made 

about the consciousness of artificial systems will not be believed 

because a link will not have been established between 

information integration and consciousness on the platinum 

standard system. Eventually it is hoped that improvements in the 

speed of computers, increased spatial and temporal accuracy of 

brain scanning, and greater efficiency of information integration 

algorithms will make it possible to establish whether there are 

systematic correlations between information integration and 

consciousness in the platinum standard system.  

If empirical evidence could establish that information 

integration is systematically linked with consciousness in the 

platinum standard system, then information integration could be 

used to make predictions about the consciousness of other 

systems. For example, we could use information integration to 

make believable predictions about the consciousness of artificial 

systems, infants and animals. We could also look back 

retrospectively at the systems that were analyzed for information 

integration in the past, and believe that these systems were 

conscious to the degree predicted because the information 

integration theory will have been rigorously proved on the 

platinum standard system. 

It is possible that empirical research will demonstrate that 

information integration is not correlated with consciousness in 

the platinum standard system, or that it fails to make accurate 

predictions about consciousness. In this case, information 

integration theories should be abandoned and better approaches 

sought.  

5 APPLICATIONS 

Accurate predictions about consciousness in humans have many 

applications, such as measuring the degree of consciousness in 

coma patients, identifying whether a person is unconscious 

during an operation, and it might be possible for paraplegic 

patients to use the predicted contents of their consciousness to 

control artificial limbs. Accurate predictions about consciousness 

would also raise serious privacy issues - for example military 

and police interrogators could read a suspect‟s mind, and 

people‟s intentions are often used to identify their degree of 

criminal guilt: the difference between murder and manslaughter 

is largely a matter of intention. Predictions about animal 

consciousness could be used to minimize animal suffering – it 

might even become possible to genetically engineer food 

animals with little or no consciousness. Predictions about the 

consciousness of early embryos would have applications in 

abortion legislation. 

Within work on machine consciousness, an accurate 

algorithmic measure of consciousness could be used to measure 

the degree to which an artificially conscious system has been 

constructed. It could also determine whether artificially 

conscious systems are suffering – one of the objections to 

machine consciousness raised by Metzinger [4] is that it amounts 

to the creation of a race of retarded infants for experimentation. 

This worry about the suffering and confusion of artificial 

systems is becoming more pressing because scanning 

technologies are developing to the point at which it may soon 

become possible to get exact data about the location and 

connections of every neuron in a mouse brain [36, 37]. This 
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would enable the real-time simulation of a particular mouse‟s 

brain, which might be capable of experiencing the same pain as 

the original mouse. 

There has been a substantial amount of discussion of the 

possibility that people could scan their brains into a computer 

and achieve a form of digital immortality [38, 39]. After a person 

dies their brain would be preserved and a succession of very thin 

slices would be scanned and integrated together to build up a 

complete picture of their neurons and connections.4 This 

information would then used to build a neural network with the 

same neurons and connections, and in theory this could be 

accurate enough to produce the same global behaviour. Since the 

person‟s brain will have developed in a close relationship with 

their body, it might be necessary to connect the simulated brain 

to their original body, perhaps using electrodes attached to 

nerves in the spinal column. 

People who pay for this procedure might only be interested in 

perpetuating the external behaviour of their brain after their 

death, which might be possible if the neural simulation works in 

real time, is accurate enough, and is connected to a suitable 

body. However, a key question will remain as to whether this 

simulation of a person‟s brain will be as conscious as the person 

was before their death, or whether the simulation will be a 

zombie that just replicates the person‟s external behaviour. If 

information integration or a similar theory could be shown to 

make accurate predictions about consciousness, then it could be 

used to predict the extent to which a simulation of a person‟s 

brain is as conscious as the brain was before the person‟s death. 

It is possible that some simulations of a person‟s brain will not 

be conscious at all - perhaps because they are running on a time-

sliced computer - so predictions about the consciousness of 

digitized brains might make people think very carefully about 

the way in which they want to be „uploaded‟ after their death.  

6 CONCLUSIONS 

This paper has given an overview of some of the conceptual and 

experimental issues surrounding work on the possible link 

between information integration and consciousness. Information 

integration theories of consciousness are interesting because they 

open up the possibility of making predictions about 

consciousness, which could open up a new chapter in the 

scientific study of natural and artificial minds.  

While artificial systems cannot be used to test the link 

between information integration and consciousness, they can 

play a key role in improving and understanding the current 

algorithms and addressing questions about their performance and 

accuracy. If a link between information integration and 

consciousness could be proved, then it would become possible to 

use information integration to make believable predictions about 

the consciousness of animals, artificial systems and simulated 

scanned brains. Although information integration is a promising 

approach, we are only just beginning to explore mathematical 

and algorithmic theories of consciousness, and experimental 

work may show that information integration is poorly correlated 

with consciousness. In this nascent field many different 

                                                 
4
 It might eventually become possible to make a detailed scan of a 

person‟s brain before their death, but this is well beyond the reach of 
current technology. 

approaches may have to be tried before we discover a high 

performance high accuracy scientific theory of consciousness. 
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Abstract.  A model of primitive consciousness is 

proposed based on the investigation of a system, composed of 

stochastic neural networks, that autonomously adapts without a 

teacher to its environment. This system must not only respond to 

the environment as fast as possible but also provide a response 

that is appropriate to the situation based on its previous 

experiences. The system should grasp the situation, decide the 

appropriate action, and adapt by modifying its own configuration 

on the basis of its experience. To do these things quickly and 

efficiently without a teacher as a single entity, the system adapts 

to its environment based on a reinforcement learning framework 

in the wide sense, and has one evaluation mechanism based on 

rewards or punishments in the system itself. 

   The system is composed of six modules: a perception module, 

an integration module that calculates a candidate for an action, a 

motor control module, an episodic memory module, a working 

memory module, and a basic control module which has an 

evaluation mechanism influenced by emotion. 

   One of the main functions of the system is temporal 

memorization of signals that represent ‘states’ and ‘values’ 

(predicted rewards) to determine the successive system action. 

The states are composed of information that describes the 

situation in the environment and the system itself at that time. A 

candidate for an action is calculated in the integration module 

under conditions given by temporarily maintained information. 

This function corresponds to an action decision based on policy 

in reinforcement learning.  

    If we assume there is a filtering mechanism such that we can 

only perceive the temporarily maintained information in the 

system, our phenomenal consciousness corresponds to a logical 

space composed of the main signals in reinforcement learning. 

Moreover, ‘the evaluation mechanism and its states’ functions as 

a self in the space. As a whole, it is shown that primitive 

consciousness is a compact logical space necessary for 

autonomous adaptation of the system.1 

1 INTRODUCTION 

   A model of primitive consciousness is proposed on the basis of 

results of an investigation of a system which is composed of 

stochastic neural networks that autonomously adapts without a 

teacher to its environment. This system must not only respond to 

the environment as fast as possible but also provide a response 

that is appropriate to the situation based on its previous 

experiences. The system should grasp the situation, decide the 

appropriate action, and adapt by modifying its own configuration 
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on the basis of its experience. To do these things quickly and 

efficiently without a teacher as a single entity, the system adapts 

to its environment based on a reinforcement learning framework 

in the wide sense, and has one evaluation mechanism based on 

rewards or punishments in the system itself.  

    In the modelling of consciousness, it is important to note the 

difference between phenomenal consciousness and functional 

consciousness.[1] To clarify the difference, a model with two 

layers, a physical layer and a logical layer, is adopted.[2],[3] All 

signals are processed in detail by the neural nodes in the physical 

layer. By contrast, the minimum information necessary for the 

system to adapt itself, selected from the physical layer, composes 

the logical layer or space. The operations in the logical layer are 

represented by interactions between only the selected 

information.  

    The physical layer of the system is composed of six modules. 

The perception module recognizes concepts from micro-features 

of sensor outputs. The integration module quickly calculates a 

candidate for an action as a whole system. In this module each 

interconnected node corresponds to one equation which 

represents constraints in the action selection. Whole nodes in the 

module constitute a set of simultaneous equations that are solved 

by an iterative method. The other four modules are for motor 

control, episodic memory, basic control, which has an evaluation 

mechanism affected by emotion, and for working memory. 

     One of the main functions of the system is temporal 

memorization of signals that represent ‘states’ and ‘values’ 

(predicted rewards) to determine the successive system action. 

The states are composed of information that describes the 

situation in the environment and the system itself at that time. A 

candidate for an action is calculated in the integration module 

under conditions given by temporarily maintained information. 

This function corresponds to an action decision based on policy 

in reinforcement learning. The maintained information is 

transferred to the episodic memory module, memorized for a 

long period, and recollected when necessary.  

   In the conventional model of reinforcement learning, the main 

signals: ‘states, policy, and value’ are formed by something that 

is not the system itself. [4] However, in the autonomously 

adaptive system they should be formed inside the system by the 

system itself in the process of adaptation. If we assume there is a 

filtering mechanism such that ‘we can only perceive information 

in the temporal memory’, our phenomenal consciousness 

corresponds to a logical space composed of the main signals in 

reinforcement learning. Moreover the evaluation mechanism and 

its states functions as a self in the space. As a whole, it is shown 

that primitive consciousness is a compact logical space that the 

system needs for autonomous adaptation. 
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2 BASIC CONDITIONS OF AUTONOMOUSLY 

ADAPTIVE SYSTEM 
 

 We assumed the basic conditions of an autonomously adaptive 

system as shown below. 

(i) The system must autonomously adapt to a complex 

environment without a teacher. Large amounts of information 

are input into the system from this environment.  

(ii) To adapt autonomously to the environment, the system has 

self-action-decision functions to adapt to certain circumstances 

and a learning-control that varies the system configuration itself 

based on an inherent value-evaluation mechanism, such as a 

reward and punishment. 

(iii) The system has basic inherent automatic or semi-automatic 

functions that correspond to the instinctual body-control 

functions of animals. 

(iv) Artificial neural nodes with stochastic characteristics, in 

which information is represented by random pulse frequency of 

activated nodes, are implemented. 

(v) The system must decide as quickly as possible upon an 

appropriate or suitable action in accordance with it’s current 

situation.  

(vi) The system must learn from its own experiences that consist 

of the sequential perceptions, actions, and rewards in the 

environment as quickly and effectively as possible. 

(vii) The system must reduce as much of its resources, such as 

the nodes, and energy used in the system itself as possible. 

Evaluation 
mechanism

Process path of system 
level processing

Process path 
of system level 
adaptation

Figure1.  Schematic diagram of process path of 

system level processing and adaptation

Input

Output

 
3 MODELING METHOD 

 
3.1  System level and non-system level processing 
   To ensure the system operates quickly and appropriately, the 

processing of the system is classified into two flows, system 

level and non-system level. In system level processing, the 

action decision consists of the whole system; for example the 

decision of approach or avoidance of the system, are done. To 

make these decisions, various pieces of perceived information 

need to be gathered from a wide area within the system and 

interact. The path lengths of the signal flows lengthen. 

Additionally, if the system processes this information on a first-

come-first-serve basis, this means that important system 

information is not given a higher priority. Various types of 

information need to be buffered in a certain period from which 

important information needs to be selected. On the other hand, in 

non-system level processing, various motor signals are directly 

controlled by the corresponding local or restricted information. 

System level processing needs more time and resources than 

non-system level processing. We assume that system level 

processing is activated only for situations where the system has 

to act as a whole system. 

 

3.2 Levels of adaptation 
   Adaptation of the system is executed by two mechanisms 

shown below. 

 (i) A system level adaptation mechanism: Adaptation as a whole 

system based on evaluation of rewards and punishment 

 (ii) A node level adaptation mechanism: Adaptation through 

variation of neural nodes, such as increasing or decreasing of the 

weights of nodes.  

   These two mechanisms are not exclusive. In many cases these 

mechanisms operate concurrently. System level adaptation can 

be executed by only a part of the system level processing 

mechanism. Moreover, information in this adaptation (i) has to 

be interrelated to each other. As shown in Figure 1, to select an 

appropriate action in successive operation after that time, all 

paths in system level adaptation have to run commonly under the 

influence of the unique result of evaluation. 

 

3.3 Phenomenal consciousness and functional 

consciousness 
  We feel the following items in daily life.  

(a) Real-time information of the real space, situation, and our 

body as the actual phenomena experienced outside our brains. 

(b) Recollected or thinking imageries.  

(c) States of mind such as a mental or emotional phenomenon 

inside our brain 

   To concretely grasp these feelings in an autonomously 

adaptive system, a screen of images representing the real world, 

screen of images of recollected contents, and states of emotion 

are modeled in physical configuration as operations of the neural 

nodes. However, when modeling consciousness, the difference 

between phenomenal and functional consciousness should be 

noted. To clarify the difference, a model with two layers, a 

physical one and a logical one, was used.  

  The physical layer is represented by the physical operations of 

neural nodes. In contrast, the logical layer is represented as a 

logical space that consists of information selected and mapped 

from the physical layer through the virtualizing method of 

information technology.[4],[5] 

 

3.4 Adaptation under a framework of reinforcement 

learning  

 

Environment

Values

States Policy

Figure 2.

Framework of reinforcement learning   
A schematic diagram of reinforcement learning composed of 

states, policy, and values is shown in Figure 2, and under a 
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framework of reinforcement learning, the whole system 

adaptation is modeled as shown in Figure 3. Here, states consist 

of information that originated from real stimulation, information 

based on mental images, information arising from the inner 

system, such as system conditions, and information from the 

evaluation, resulting from previously evaluation at the discrete 

time, t. 

 

Environment

Values

States

PolicyInformation originating
 from real stimulation

Information based on 
mental images

Information arisen from inner 
system, such as system conditions

Information from evaluations, 
resulted from previously evaluation

Information from evaluations, 
originating from expected 
return or future rewards

Figure 3. Information of autonomously adaptive system 

under a framework in the reinforcement learning

A policy is used to calculate the candidate of an action 

performed at that time and based on these states. Values consist 

of information from evaluations, originated from expected return 

or future rewards. The system must maximize the values. 

Rewards or punishment gained at time t varied the states of the 

system at time t+1.  

   Although in the usual engineering model of reinforcement 

learning, the main signals: states, policy, and values are formed 

by something that is not the system itself, in an autonomously 

adaptive system these should be formed inside the system by the 

system itself in the process of adaptation.  

     By using neural networks, the above model is configured in 

detail as a kind of sequential circuit with inner states composed 

of states and values, and a function which calculates a candidate 

action as policy based on the inner states. Inner states are 

maintained by temporal buffering, or memorized in short-term or 

long-term memory. 

 

Evaluation 
mechanismScreen of 

images

Screen of real 
world

Attention

Integration module Motor control module

Perception　module

States of 
emotion

Episodic memory 
module

Basic control 
module

Working memory module

Environment
Action

Figure 4.  Configuration of physical layer
 

 

4. PHYSICAL CONFIGURATION 

 As shown in Figure 4, the system consists of six modules.  

(1) The perception module consists of micro-feature nodes, 

concept perception nodes and the screen of the real world as 

shown in Figure 5. The micro-feature nodes represent 

corresponding sensor signal mainly from environment.[7] The 

concept perception nodes recognize concepts based on related 

micro-features. Output signals of the module, representing 

activated concepts at that time are maintained by mutual 

stimulation between corresponding concept perception nodes 

and micro-features on the screen for a short time. The screen of 

the real world is depicted by micro-features that are active at that 

time. (In this paper, what information is necessary to depict a 

screen is investigated, but how the screen is depicted is not 

referred to.) 

micro-feature 
node

Screen of real world

Figure 5.  Configuration of the perception module

Sensor 
signal

Concept 
perception 
node

Working memory module
Attention

 
(2) The integration module is composed of massive calculation 

nodes corresponding to concepts or actions. These nodes are 

interconnected to each other as shown in Figure 6.[8] The 

module quickly calculates a desired state that includes not only 

candidate selection for an action but also situation recognition as 

a whole system based on the information input from a screen of 

images, the screen of the the real world, and states of emotion. A 

candidate for an action is transferred to the motor control 

module. This function corresponds to an action decision based 

on ‘policy’ in reinforcement learning. The recognized situation 

represented as information of some important object at that time 

is transferred to the working memory module and episodic 

memory module. Each interconnected node, in many cases 

corresponding to a concept, represents constraints as one 

equation, and whole nodes in the module constitute a set of 

simultaneous equations that are solved by using an iterative 

method. Constant terms of the simultaneous equations are given 

from other modules as inputs.  
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Figure 6 .  Configuration of the integration module

Perception module
Working memory 
module
Episodic memory
 module

motor control 

module

Calculation 
node

(3) The motor control module transmits orders to the motor for 

action.  

(4)The episodic memory module sequentially memorizes a group 

of information that corresponds to a screen of the real world, a 

screen of images, and emotional states including the results of 

the evaluation.  

(5) The working memory module has image micro-feature 

nodes, image concept nodes and the screen of images as shown 

in Figure 7. Each image micro-feature node corresponds to the 

micro-feature node with the same attribute in the perception 

module. Each image concept node represents the same concept 

corresponding to the concept node in the perception module, and 

has functions of delayed memory that memorize multiple states 

at time t, t-1,...,t-n. First, output signals from the integration 

module stimulate the image concept node. Then the node 

stimulates image micro-feature nodes that belong to the image 

concept node. When these image micro-feature and concept 

nodes have sufficient support signals from the basic control 

module, nodes activation are maintained by mutual stimulation 

between nodes for a short time, similar to the perception module. 

Images on the screen are depicted by these activated image 

micro-feature nodes, and the states of image concept nodes are 

transmitted to the integration module, as input at time t+1. 

Moreover, stimulating delayed memory from basic control 

module, the states of the image screen and image concept nodes 

are changed to previous states at time t-1,...,t-n. The working 

memory module controls calculations in the integration module 

by varying the states of image concept nodes connected to 

calculation nodes in the integration module. 

Screen of images

Image 
concept 
node

Image 
micro-
feature 
node

Integration 
module

Figure 7 .  Configuration of working memory 

module

Perception　
module

Basic control module

Episodic 
memory
 module

 
 

(6) The basic control module has three important functions, such 

as evaluating action with the integrated module, processing path 

control by opening and shutting gates, and maintaining 

emotional states. 

 

5. MODELING OF CONSCIOUSNESS AND 

SELF 
5.1 Model of consciousness in a logical space 
As shown in Figure 8, a group of information composed of 

screen of the real world, screen of images, and states of emotion 

forms the main inner states of the system, and dominantly 

decides the system’s successive action in the physical 

configuration. This means that the system can be controlled by 

the group of information which corresponds to our daily feeling 

as phenomenal conscious experiences. 

Temporally buffered 
main inner state 

Calculation 
and 

evaluation 
part

Screen of real world

States of emotion

Figure 8. System operation as a sequential circuit

Screen of images

Environment Action

   
  To model phenomenal consciousness clearly, a logical space 

based on the virtualization method that is implemented in usual 

information systems is adopted. This logical space is composed 

of only the group of information: screen of the real world, screen 

of imageries, and states of emotion. Interrelationships between 

the information in the group in the logical space are defined 

based on the physical connection of neural nodes. However, in 

the logical space, the operation of each node is invisible. 

Functions are executed as black boxes and are not affected by 

the physical locations of neural nodes. 

 

Screen of 
real world

Screen of 
images

Declarative 
memory

States of 
emotion

Value 
evaluation 
mechanism

Core self

Autobiographical selfEnvironment

Handling or 
operation

Figure 9.   Schematic diagram of autobiographical 

and core self in logical layer
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5.2 Model of the self 
To model the self in the logical space, areas A and B are 

introduced. At each time, only one area, either A or B, is 

effective. These areas include the evaluation mechanism of a 

whole system, and the evaluation mechanism evaluates and 

represents interests of elements inside of each area. The elements 

outside the area are not evaluated, and have information on what 

it is and where are its location and constituent parts. 

  

Each area decides an action or handles an element outside the 

area to maximize the interests inside it. This operation introduces 

the subjectivity of each area. Each area needs information on 

location to handle elements outside the area. However, as the 

area does not handle the elements inside it, information on 

locations that fall within it are not needed. As a result, the self is 

not related to physical location, it is at the center of a logical 

space. We assume that the area A corresponds to the core self, 

and area B corresponds to the autobiographical self as shown in 

Figure 9. [9] 

 

6. CONCLUSIONS 
 We propose a model of primitive consciousness and self on the 

basis of an investigation of a system that adapts to its 

environment based on a reinforcement learning framework. 

      Primitive consciousness in the autonomously adaptive 

system functions only when the system works based on the 

system level adaptation in system level processing. To efficiently 

process and adapt, the following are used: a group of 

information: the screen of the real world, the screen of images, 

and the states of emotion including the results of evaluation. The 

information maintained temporally in the perception, working 

memory, and basic control modules dominantly decides the next 

action. Additionally, the information is memorized in the long-

term declarative memory, recollected to the working memory 

when needs arise, and is used to take the appropriate action. In 

the system level adaptation, all paths have to interrelate through 

evaluation results that is unique information in the system.  

      Phenomenal consciousness is clarified in the logical space 

that consists of a group of information. This logical space is 

defined by selection and mapping from the operation of the 

physical nodes on the basis of the virtualizing method in the 

information system. We assume that our daily experiences, to 

feel or not to feel, execute this virtualizing, and when we feel, 

the results of evaluation are always included.  

     The self is explained as a function of the area in which the 

evaluation mechanism is included. The evaluation mechanism 

gives priority to interests in the area. The area is used to 

maximize the interests in the area, and handles elements outside 

of the area. These operations generate a subject-object 

relationship. As a whole, it is shown that ‘primitive 

consciousness’ is a compact logical space needed to allow the 

system to autonomously adapt to environment. 

      We are now preparing to simulate the system on a computer 

to clarify its operational characteristics in more detail.  
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Development and situated cognition:  
Preconditions for machine consciousness 

Riccardo Manzotti1

Abstract.  First, I discuss whether our current understanding of 
the related notions of embodiment, embeddedness, and situated-
ness is satisfactory. Second, I consider a stronger set of require-
ments that may flesh out a stronger model of situated cognition 
and, tentatively, of situated consciousness. Finally, I discuss a 
robotic implementation and try to show the kind of intimate 
agent-environment relationship that legitimises cognitive exten-
sion. 1 

1 WHAT IS SITUATED COGNITION? A DE-
VELOPMENTAL PERSPECTIVE 
Although there has been a widespread upsurge of interest as to 
the notion of embodied, situated and extended cognition [1-7], it 
is still unclear which conditions must obtain for cognition, and 
possibly consciousness, to spread into the environment. In this 
regard, the available cognitive models do not always offer com-
pletely consistent and overlapping criteria [6, 8-12]. 
Any robotic system is apparently embedded and situated in the 
environment. A robot has a body and it does things in response 
to actual events. However, it may be argued that such a loose 
characterization obtains also for a washing machine or for a 
thermostat. Are they embodied and situated in the same way as 
much more complex agents like ants, monkeys, and human be-
ings? It is fair to answer negatively. The relevant kind of situat-
edness and embodiment must consist in something else.  
However, if a body and sensory-motor capacities are not enough, 
what else then? Situatedness entails an intimate coupling be-
tween the agent cognitive functions, the body structure and the 
environment. But what is exactly such an intriguing intimate 
coupling? When does it occur? Is the extent to which an agent is 
cognitively situated quantifiable? Here, I venture to consider a 
working definition based on a model for situated consciousness ‒ 
a kind of radical phenomenal externalism whose ontological 
skeleton has been outlined elsewhere [13-15] envisaging a kind 
of vehicle externalism [16-17]. In this paper, the issue of what 
constitutes a significant coupling between the world and a cogni-
tive agent is addressed in order to check whether it is relevant to 
consciousness or not. The gist of the intuition at hand is to con-
sider embodiment and development together.  
Put simply, I suggest that an agent is situated in a given envi-
ronment to the extent that its cognitive structures are the result 
of developing inside that environment. The word situated is used 
in opposition to embodied and embedded because the agent is 
cognitively and phenomenally spread beyond those events that 
fall within the physical boundary of the body.   
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In this paper, a criterion to single out the conditions that charac-
terize the unity between the environment and the agent is sug-
gested. Development and individual history may be the missing 
ingredients. Unfortunately, development is a very loose notion. 
Here, development refers to more pervasive changes than those 
usually encompassed by learning (for instance changing one’s 
long term goals rather than learning a better way to achieve 
them). Consider a robot whose behavioural patterns are fixed at 
design time. Notwithstanding its efficiency, will such a robot be 
situated? I’d answer negatively. A truly situated agent keeps 
changing its cognitive structure. The issue at stake is whether 
there is a particular way to adapt that endorses a situated agent. 
This is not a philosophical discussion as to the true nature of 'de-
velopment'. Rather it is important to focus on the actual condi-
tions that foster the proper kind of coupling between envi-
ronment and agent.  
The appeal to development might seem reasonable but unneces-
sary. It may be argued that while the coupling between an agent 
and its environment is likely to be higher if the agent has devel-
oped within that environment, the link is by no means necessary. 
For example, the Furby toy (http://en.wikipedia.org/wiki/Furby) 
is programmed to speak less "Furbish" and more English over 
time, but this "development" happens entirely independently of 
its environment. A robot or animal with fixed behaviour patterns 
could be highly coupled with certain environments, and highly 
decoupled from others.  
Yet the outcome of the Furby development is totally independent 
from the environment in which the Furby operates. If the Furby 
were raised in a Chinese speaking environment, it would not 
speak more Chinese ‒ the Furby will speak more English. Irre-
spective of its actual environment, the Furby develops in a pre-
programmed way. So, while it is true that in the proper envi-
ronment the Furby would match the surrounding environment, it 
is nevertheless true that its coupling is not the result of its indi-
vidual history. On the contrary, in biological beings, it is well 
known that most of their development is open, in the sense that it 
is not constrained by innate rules. It is customary to distinguish 
between two kinds of development: ontogenesis and epigenesis. 
The former is similar to that of the Furby and is largely inde-
pendent of the actual environment, while the latter is 'open' and 
heavily caused by the actual interactions during development.  
However, the above considerations suggest the following pic-
ture. On one hand, development may or may not be necessary to 
produce environmental coupling. On the other hand, coupling 
may not be enough to get situated cognition. That is why it could 
be worthwhile to consider the possibility that situatedness re-
quires both environmental coupling and development. Each of 
them may be insufficient. 
If the behavioural structure is caused by the environment, it may 
be argued that the individual history is somehow constitutive of 
the resulting agent. If the individual history of an agent has no 
causal efficacy, it cannot be considered as constitutive of the 
agent. A certain kind of 'open' development may thus be taken 

36



into consideration as the process during which the bonds with 
the environment are established. Furthermore, there are plenty of 
causal accounts of information, meaning, phenomenal experi-
ence, content, symbol grounding, and the like [15, 18-20]. They 
require the occurrence of actual causal links between the envi-
ronment and the agent. 
Unfortunately, it appears rather difficult to provide feasible and 
quantifiable methods to measure either coupling or development. 
As a result, scholars often prefer to focus on the current informa-
tional state internal to the system under scrutiny rather than to 
deal with the causal history that led to that state of the agent. 
Furthermore, the state of an agent is often considered separately 
from the structure of the agent, as if the internal state and its con-
trol structure were two independent aspects. This separation is 
questionable as the human brain shows. In biological beings 
such a separation is clearly a mistake. There aren't memory 
banks or CPUs in the brain.  
These considerations ought to shed some light on the issue of the 
feasibility of a measure of coupling and situatedness.  
There may be conceptual and empirical arguments suggesting to 
avoid considering only the internal data mesh of a cognitive ar-
chitecture. Similarly it could be misleading to consider only a 
measure of agent-environmental coupling. In fact, the develop-
mental story might be something more than a way of producing 
high levels of coupling. Coupling itself might not be sufficient. 
If the goal is to understand and indeed replicate a mind (cogni-
tive and phenomenal), both the proper kind of development and 
environmental coupling might be necessary in order to constitute 
a situated agent. 

2 A MODEL FOR EMBODIMENT BASED 
BOTH ON CAUSAL ENTANGLEMENT AND 
ON DEVELOPMENT 
In this section, an architecture aiming at situated cognition and 
consciousness  is outlined. The architecture does not pretend to 
be either conclusive or experimentally satisfying. However, it is 
a cognitive architecture that has been partially implemented in 
previous setups [21-22] and partially presented in previous 
works [23-24]. The architecture aims at implementing the kind 
of development and environmental coupling briefly mentioned in 
the previous section. Or, at least, it ought to suggest how such 
issues are to be addressed. Hopefully the model makes predic-
tions on what phenomenal content could be. 
At the root of the architecture there is a causal structure that can 
be replicated again and again at different levels of complexity. 
The architecture will span three levels: the unit level, the module 
level, and the architecture level. In fact, what we describe here is 
not the blueprint of an architecture, but rather a recipe to gener-
ate a cognitive architecture by means of interacting with the en-
vironment. Another aspect, which should raise some hope of 
success, is that there is no separation between control, data, and 
structure ‒ everything contributes to the whole and there is no 
way to separate control from data. 
Consider a body with multiple actuators and sensors, each sensor 
providing multiple incoming channels. At the onset, the overall 
structure is unknown. Is there any suggestion how to generate 
automatically a cognitive architecture capable of somehow mas-
tering the sensori-motor contingencies of the forthcoming agent? 
Instead of presenting the outline of an architecture, it would be 
useful to have a sort of meta-architecture for generating an au-
tonomously environment-coupled agent. This is a very ambitious 

goal that it is not going to be solved here. However, this paper 
aims to go in such a direction.  
Informally, the proposed recipe to generate the actual architec-
ture is the following. Suppose one has a hive of elementary units 
capable of becoming dedicated to specific events in the envi-
ronment. Suppose also that such hives are able to play the role 
both of pattern recognition units and of controller of further ac-
tions and learning. In other words, suppose that the traditional 
separation between data, control, and goals is set aside. Finally, 
suppose that such units may be combined freely in order to sin-
gle out higher level external stimuli, to map higher level motor 
patterns, and to pursue higher level goals. This would be an ideal 
recipe to generate a situated architecture, since the resulting ar-
chitecture would be totally and causally dependent on the envi-
ronment and the individual history. 
In this section, I try to outline a sketch of a tentative implementa-
tion inspired by the above-mentioned ideal recipe by means of 
three steps: the elementary unit, the intentional module, and the 
intentional architecture.  
The Elementary Unit. The first element to define is the unit 
capable of picking up a stimulus from the surrounding envi-
ronment and then becoming dedicated to it. This unit will be the 
basic element of the developing architecture. It is a unit receiv-
ing an input (whether it be as simple as a bit or as complex as 
any data structure you could envisage) and producing an output 
(a scalar, an integer or a logical value) -- from many to one, so to 
speak. As we will see, the unit also has a control input, but this is 
a detail that will be specified below.  
The main goal of the unit is getting matched with an arbitrary 
stimulus and, after such a matching, having the task of being 
causally related with this stimulus. It could be implemented in 
many different ways. Formally, it can be expressed by an unde-
fined function waiting for its first input before being matched to 
it forever. Basically, it is like having a selective gate that is 
going to be burned on its first input. After being “burned”, the 
unit has a significant output only if the current input resembles 
the first input. If a continuous similarity function and a continu-
ous output are used, the gate tunes the passage of information 
rather than blocking/allowing it, yet the general principle re-
mains the same.  
The final detail is the control input signal. Due to the irreversible 
nature of the matching, it could make sense to have a way to sig-
nal when the first input is received. Since the unit could be acti-
vated only at a certain moment, it is useful preserving its poten-
tial until certain conditions are obtained. Thus there is a need for 
an external control signal that will activate the unit signalling 
that the first input is on its way. 
Due to its very simple role, this unit may be dubbed the element-
ary unit. It is important that, up to now, the unit is not committed 
to any particular kind of data or internal implementation. The 
unit is potentially very general. It can be adapted to any kind of 
inputs: characters, words, numbers, vectors, images. 
A more formal description will help getting the gist of the unit. 
Any kind of input domain C can be defined. The output domain 
may be conveniently defined to be a real number in the 0 to 1 
interval. Finally, a similarity function has to be chosen – at 
worst, the identity function could be used. The similarity func-
tion fs:C×C→ [0,1] takes two arguments from the input domain 
and its output must be maximum if and only if the two argu-
ments are equal. The more they are different, according to any 
feasible criteria, the more the output of such function must get 
closer to the minimum. The similarity function is used to imple-
ment the elementary unit internal function Fu:C→[0,1], which is 
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the function that will change its behaviour forever after its first 
input. To recap, the elementary unit behaviour is open in the 
sense that is undefined until it gets coupled with a specific exter-
nal stimuli. In this way, such a unity will become forever cou-
pled with an event in the individual history and development of 
the architecture. Fu is defined as follows: 

 
It must be stressed that t0 is an arbitrary chosen instant marked 
by the external control signal mentioned above.  
Fu is a function waiting for something to happen before adopting 
its final and fixed way of working. It entails that the unity does 
not do anything until it gets coupled with some unpredictable 
and incoming external stimulus st0. Once it happens, that unity 
will forever provide the maximum output for whatever future 
stimulus identical with that seminal incoming stimulus that 
shaped its behaviour forever. The idea is to have a unity that is 
going to get causally coupled with some aspect of the envi-
ronment. The output is provided by similarity function that will 
forever have as one of its arguments the stimulus st0. Such a 
function may be as simple as the identity function or as complex 
as the designer likes.  
Consider a few examples. Suppose that the incoming domain C 
is constituted by alphabetic characters, that the similarity func-
tion fs:C×C→[0,1] is the identity function, and that the output 
domain is the binary set {0,1}. The function Fu is thus complete 
and the elementary unit can be implemented. The function F has 
no predictable behaviour until it receives the first input. After 
that it will output 1 only when a character identical to the one 
received at its beginning is received. Imagine that a possible in-
put is the following sequence of characters: ‘S’, ‘T’, ‘R’, ‘E’, 
‘S’, ‘S’. The output will then be 1, 0, 0, 0, 1, 1.  
A simple variation on the similarity function would permit a 
slightly fuzzier notion of similarity: two characters are similar 
(output equal to 1) either if they are the same or if they are next 
to each other in the alphabetical order. Given such a similarity 
function and the same input, the output would now be 1, 1, 1, 0, 
1, 1. To make things more complex, a continuous output domain 
such as [0,1] is admitted and the similarity function is changed to 
fs(c)=1-AD/TC where AD is the alphabetical distance and TC is 
the total number of alphabetical characters. With the above in-
put, the output would then be: 1, 0.96, 0.96, 0.65, 1, 1. Clearly, 
everything depends on the first input. 
 A useful formalization of the unit is the one having vectors as its 
input domain. Given two vectors v,w, a simple way to implement 
the similarity function is using a normalized version of a dis-
tance function between vectors d(v,w). Suitable candidates are 
the Minkowski function or the Tanimoto distance [25]. Using 
greyscale images as input vectors, in the past one of the author 
used the following correlation function [22]: 

 
These are just a few of the examples that could be made. It is 
important to stress that the unit is as simple as it is very adapt-
able and open to many different domains and implementation. 

Furthermore, the unit has a few features that are worth being 
stressed.  
First, the unit does not distinguish between data and processing. 
In some sense, it is a unit of memory since its internal function is 
fixed on a certain input thereby keeping a trace of it. The stimu-
lus sto is somehow stored in the unit. However, it is not an ex-
plicit memory, since there is not a stored value, but rather a vari-
ation in its behaviour by means of its internal function. Another 
interesting aspect is that the unit shows a behaviour which is the 
result of the coupling with the environment. When the unit is 
“burned”, it is also forever causally and historically matched to a 
certain aspect of the environment.  
There is no way to predict the future of the unit’s behaviour 
since it is the result of the contingent interaction with the envi-
ronment. If the input is unknown, the unit behaviour is unknown 
too. The unit behaviour is not hardwired in any sense. 
Finally, the unit seems to mirror, to a certain extent, some aspect 
of its own environment without having to replicate it. Slightly 
more philosophically, the unit enables the existence of a pattern 
in the environment by allowing it to produce effects through it-
self (more detailed considerations on this issue are outlined in 
[14].  
By itself the elementary unit could seem pretty useless. However 
things get more interesting once a large number of them are as-
sembled together. 
The intentional module. Suppose one has the capability of im-
plementing and packing many elementary units into the same 
physical or logical package, putting together a hive of units. The 
result could be a structure here labelled as the intentional mod-
ule. This module has already been put to the test in a very sim-
plified robotic setup aiming at developing new motivations and 
controlling the gaze of a camera towards unexpected classes of 
visual stimuli [22, 26]. 
The simplest way to step from the elementary unit to the module 
is to pack together a huge number of elementary units all receiv-
ing the same input source. To avoid them behaving exactly the 
same, some mechanisms that prevents them from being shaped 
by the same input at the same time must be added. There are 
various ways to do this. A simple way is to number them and 
then to require the units to be burned sequentially. This could be 
obtained by means of the external control signal each elementary 
unit has. Because of its importance the external control signal is 
labelled the relevant signal. The name expresses that such a sig-
nal is relevant in the life of each elementary unit since it controls 
to which input value the unit is matched forever. 
Since the burning of each elementary unit will surely have a cost 
in terms of resources, it could make sense to add some more 
stringent conditions before switching on a relevant signal (and 
thus coupling forever an elementary unit to a certain input). 
Which conditions? To a certain extent they could be hard-wired 
and thus derived from some a priori knowledge the designer 
wants to inject into the system. Or, if the system is the result of 
some earlier generations of similar systems, it could be derived 
from the past history of previous generations. But it is definitely 
interesting whether the system could develop its own criteria to 
assign resources to further incoming inputs. By and large, the 
size of the input domain is surely much larger than that that can 
be mapped by the available elementary units. In short, a feasible 
solution is having two explicitly divided sets of criteria working 
concurrently and then adding their outputs together so as to have 
a relevant signal to be sent to the elementary units. The first set 
could be a set of hardwired functions trying to pin down external 
conditions that, for one reason or another, could be relevant for 
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the system. The second set should be somehow derived from the 
growing set of matched elementary units themselves.  
On the basis of what information should these two sets of criteria 
operate? A simple solution is on the basis of the incoming in-
formation with an important difference. The hardwired criteria 
could operate straight on the incoming data since they are hard-
wired and thus apply off-the-shelf rules. On the other hand, the 
derived set of criteria could use the output of the elementary 
units thereby using a historically selected subset of the incoming 
signals. 
  

  
Figure 1. An intentional module. 

 
Shifting from the logical structure to the level of implementa-
tion, the above-mentioned elements are packed into three sub-
modules as shown in Figure 1. First the elementary units are 
packed into a huge array. Second, the hard-wired criteria are 
grouped together in such a way that they receive the signals 
jointly with the array of elementary units. Third, there is a third 
sub-module grouping together the criteria derived by the past 
activity of the elementary units. Moreover, the module receives 
an external relevant signal that flanks the two internally gener-
ated ones. The reason for this will get clearer below. The output 
relevant signal is extremely important since it compresses all the 
past history of the system with respect to the current input signal. 
The vector output is the result both of the history and of the 
hard-wired criteria. Each element of this vector is the output of 
an elementary unit. Therefore the output vector has as many 
elements as there are burned and activated elementary units. The 
value of each element expresses how much the corresponding 
elementary unit is activated by the current input signal, which in 
turn means how much the current input signal is similar to a 
given past input. 
Formally the intentional module implements a function  

  
where r is the external control signal, is the input vector, rn is 
the output relevant signal, and  is the output vector signal. 
Given an array of N elementary units, the output vector is: 

 
The intentional architecture. The above intentional module is 
sufficient to implement classic conditioning, attentive behaviour, 
and a rough self-generation of new goals [14]. Furthermore, the 
module can process any kind of data. It does not have to know in 
advance whether the incoming data is originated by images, 
sounds, texts, or whatever. The module embeds its history in its 
structure. The module is unpredictable since its behaviour is the 
result of a tight coupling with the environment. 
An aspect that is worth of some consideration is that the module 
receives a vector and a scalar and it outputs a vector and a scalar 
as well. As a result it is possible to use the intentional module as 
the building block of a much larger architecture. 
Now we will outline how to exploit these three features in order 
to design a more complex architecture with a robotic implemen-
tation in mind. Consider the case of a robot moving in an envi-
ronment such as our own. In a real environment there are multi-
ple sources of information as well as multiple ways to extract 
different channels out of the same data source. Consider a visual 
colour channel. It can be subdivided into a greyscale video, a 
colour video, a filtered grayscale video (edges), and many other 
interesting channels. Besides, there are many more sources of 
information about the environment such as sound, tactile infor-
mation, proprioception, and so on.  
Suppose one has the capability of implementing a huge number 
of intentional modules. Suppose there are M incoming sources of 
information corresponding to as many vectors. For instance, vi-
sion could give rise to many different source of information. 
Sound capability could add a few more sources (different band-
widths, temporal vectors, spectral vectors), and so on. Suppose 
one has M intentional modules taking care of each of these sour-
ces. Suppose that each intentional module has a reasonably large 
number of elementary units inside. At this point, a few fixed 
rules will suffice to build dynamically an architecture dubbed 
here intentional architecture.  
First, assign to each source of data a separate intentional module. 
Whether the capacity of the module is saturated (all elementary 
units are assigned), assign other intentional modules as needed. 
These modules make the first level of the architecture. 
When the first level is complete, use the output of the first level 
modules as inputs for further levels of intentional modules.  
Further levels of intentional modules are assigned to every pos-
sible earlier level module’s output. However, due to many fac-
tors (the richness of the original external source of data, the im-
plemented similarity function inside the elementary units, the 
incoming data, and so on) the output vector sizes are going to 
diminish as the level increases. When this happens the inten-
tional module will recruit a smaller and smaller number of ele-
mentary units. In that case, its output will get merged with that 
of other intentional modules with similarly smaller output. 
Eventually, the previous conditions will obtain for all intentional 
modules of the higher levels, thereby pushing towards a conver-
gence. 
All of the above applies for input and output vectors. As to the 
control signals the rule is the opposite: backward connecting the 
higher level intentional modules with the lower level ones. In 
this way the relevant signal produced by the highest possible 
elementary units will orient the activity of the lowest level ele-
mentary unit modules. 
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3 A ROBOTIC IMPLEMENTATION 
Here a robotic setup, based on a standard commercial robot 
NAO (Aldebaran Robotics™, Figure 2) with 21 degrees of free-
dom is taken into consideration. The goal of the setup is to check 
whether the above-mentioned recipe for generating a cognitive 
architecture is efficacious in a real environment. Efficiency is 
not an issue here. The goal is to check whether a whole architec-
ture may be generated by unconstrained interaction with the en-
vironment. 
The NAO is wirelessly controlled by a software implementation 
in Visual C#.NET running a multilayered array of such modules 
on a Intel-based matrix of PCs. Although the robot’s basic move-
ments (walking ahead, rotating the body, flexing limbs, closing 
hands, turning the head, switching on and off the several LEDs) 
are based on preloaded factory settings, the resulting behaviour 
is driven by the developing growing network of distributed 
modules whose structure is fleshed out by the actual coupling 
between the agent and the environment. 

 
Figure 2. The robot NAO used for this implementation as sold 

by Aldebaran Robotics™. 
 
Given the rich endowment of sensors, in the presented imple-
mentation, only a few of them are connected to the developing 
cognitive architecture. As is shown in Table 1, the main sensory 
inputs are connected each to a dedicated intentional module 
(sometimes grouping together more than one sensory channel). 
Similarly, each group of basic actions (for instance a simplified 
repertoire of speech utterances or a simplified repertoire of mo-
tor patterns) is connected to other modules. At the beginning, the 
architecture is empty and each of its modules is empty. Then the 
system is switched on. Each module begins to receive new data 
and, according to a set of hardwired bootstrapping criteria, 
begins to burn the elementary units thereby beginning to get cou-
pled with the particular environment. 
 

Sensor 
Intentional 

Module 
(level 0) 

Intentional 
Module 

(further level) 

Motor 
Module Basic actions 

32 x Hall effect 
sensors +  

2 x bumpers 
1(A) ? 

1 x accel. 3 axis 
+  

1 x gyro. 2 axis 
2(B) ? 

1(L) 

Head 2 DOF 
Arm 2x5 DOF 
Pelvis 1 DOF 
Leg 2x5 DOF 

Hand 2x1 DOF 

2 x I/R Unallocated ? 1(M) 
51 led  

variously  
distributed 

Tactile sensor 
 2 (C+D) ? 

2 CMOS  3 (D, E, F, G) ? 

1(N) Simplified 
repertoire of 
stereotyped 

cameras 3 (D, E, F, G) ? 
4 Microphones 4 (H, I , J) ? 

 speech  
utterances 

 
Table 1. Tentative allocation of early modules based on the 

NAO sensor and motor skills 
 
The experiment has been arbitrarily divided into three steps. I 
stress that such separation is mainly due to practical constraints. 
Ideally, the following steps or stages may be seamlessly merged 
together. Currently, it is easier to keep them neatly separate. 
The first stage endorses the coupling between the modules of the 
first layer. In order to bootstrap the sensor and the motor part, 
the motor parts are randomly activated for a limited period of 
time. In this way the architecture begins to embody motor pat-
terns (from L to N). At the same time, the architecture begins to 
receive data from the sensors. It is thus advisable to envisage a 
period of stimulation of the robot (showing it objects, helping it 
to move in the lab, and the like). Such incoming patterns begin 
to fill the intentional modules assigned to them (from A to J). 
Each module fills accordingly to the richness of the correspond-
ing channel. If, due to some contingent and unexpected factor, 
that sensor channel provides a poor input, the allocation of ele-
mentary units will be consequently poor. For instance, if the 
NAO's cameras were bandaged, they would not receive any data 
and the corresponding intentional units would under-develop.  
For each intentional module a maximum number of available 
elementary units is fixed (in the current implementation it is ar-
bitrarily fixed at 1K). This means that a very rich period of de-
velopment is going to consume all the available resources.  
Either when the intentional modules of the first level (level 0) 
have saturated their capacities or when a arbitrarily length of 
time has elapsed, the architecture is ready to enter into a second 
stage. The architecture must begin to develop by allocating new 
modules that integrate the output of the modules in the first level 
and the output of the motor modules and the sensory modules. 
There are two possibilities: the allocation is either done dynami-
cally on the basis of rules of thumb (at this stage) or is hard-
wired. At present, it is done using various heuristics. One pos-
sible way is to consider all possibilities (as shown in Table 2) 
and then to check, after a given amount of time, which combina-
tions are the more useful ones. How? By measuring which mod-
ules are more active and thus providing the richer flow of data. 

 

  Contact Posture Sound Vision 

  A+C+D B H+I+J D+E+F+G 

Contact A     

Posture B 1    

Sound H+I+J 2 -   

Vision D+E+F+G 2 2 3  

 
Table 2. Tentative allocation of second layer modules. The value 

in the matrix stands for the number of higher level modules. 
 
The same kind of dynamic allocation is thus performed in the 
third stage between motor patterns and higher level sensory 
modules. The objective is to single out sensory-motor patterns 
which are coupled with the actual environment. In Table 2 is 
shown an average outcome of such a development. The word 
'average' means that different environments may produce a to-
tally different allocation of resources since the sensory channel 
may receive more or less rich sets of stimuli. The results in Table 
2, therefore, are to be taken as an example. In that particular 
example, there were many visual stimuli associated with sounds.  
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A similar matrix of associations is finally allocated between the 
motor patterns and the higher level sensory patterns. Hopefully, 
the architecture will be capable of picking out sensory-motor 
contingencies of some relevance in the robot's environment.  
Finally, it must be mentioned that the relevant signals of each 
module provide the control signals that tune the overall behav-
iour of the developing architecture. These signals acts both as 
bottom-up and as top-down controls. 

4 CONCLUSION AND FUTURE WORK 
Right now, the setup is still under continuous development. The 
objective is to design an architecture that will develop autono-
mously, getting more and more coupled with a specific envi-
ronment. At present, the architecture develops and generates 
coupled patterns at various levels. A further important step will 
consist in exploiting the capacity, embedded in the intentional 
modules, to single out new goals to achieve by the architecture. 
If this is obtained, the architecture may begin to pursue goals and 
objectives of its own [15]. 
Moreover, the resulting mesh of modules and units is highly 
integrated together and it will be interesting to compare the 
resulting data mesh with other architectures by using indexes of 
data integration such as liveliness [27-28].  
More refined implementations are, of course, to be expected in 
order to verify the capability of the architecture to foster a real 
behaviour and to create a complex hierarchy of integrate sen-
sory-motor patterns tightly coupled with the surrounding envi-
ronment. 

The proposed architecture envisages the implementation of a 
very strong criterion for situatedness. As I mentioned at the start 
of this paper – an agent is situated in a given environment to the 
extent that its cognitive structures are the result of developing 
inside that environment. This is what the presented architecture 
does, notwithstanding all its current shortcomings. Apart from a 
few hardwired bootstrapping criteria, which the developing 
modules eventually overcome, the architecture development is 
totally driven by environment and by the incoming stimuli.  
Finally, I would like to address why externalism might endorse 
phenomenal experience. To do so, I will take advantage of a 
proposal I presented elsewhere [13, 15, 29] ‒ namely that a per-
ceptual phenomenal experience might be nothing but the exter-
nal object tightly coupled to the agent’s body by means of the 
cognitive development. In a nutshell, the phenomenal experience 
of X might be nothing but the fact that X plays the twofold role 
of the cause of development and a current cause of behaviour. 
The experience of something would be literally constituted by 
that something. Consciousness would then be situated in the en-
vironment in a very strong sense. This causal condition might 
endorse, clearly, an externalist model of consciousness offering 
an interesting conceptual and theoretical framework for machine 
consciousness since it suggests that consciousness is a matter of 
the right kind of causal entanglement with the environment. 
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Abstract.  The advantages given by machine consciousness to 

the control of software agents were reported to be very 

appealing. The main goal of this work is to develop artificial 

creatures, controlled by cognitive architectures, with different 

levels of machine consciousness. To fulfil this goal, we propose 

the application of cognitive neuroscience concepts to 

incrementally develop a cognitive architecture following the 

evolutionary steps taken by the animal brain. The triune brain 

theory proposed by MacLean and also Arrabale‟s ConsScale will 

serve as roadmaps to achieve each developmental stage, while 

iCub - a humanoid robot and its simulator - will serve as a 

platform for the experiments. A completely codelet-based 

system “Core” has been implemented, serving the whole 

architecture. 

1 INTRODUCTION 

1.1  Motivation 

In this work, we are particularly interested in studying the 

cognitive architectures which were proposed to deal with the 

issue of consciousness [10, 24, 37]. Our main goal is to develop 

artificial creatures with different levels of machine 

consciousness, controlled by such architectures. To fulfil this 

goal, we propose the application of cognitive neuroscience 

concepts to incrementally develop a cognitive architecture 

following the evolutionary steps taken by the animal brain. 

Looking for inspiration in nature has been a successful way 

of discovering new solutions for problems in the fields of 

control, optimization, classification and artificial intelligence. 

Machine learning techniques such as genetic algorithms, ant 

colony optimization and neural networks are some examples of 

the remarkable muse nature can be [27, 25, 36, 16]. 

The advantages given by machine consciousness have been 

reported to be very appealing [20, 10, 9]. 

Nevertheless, the cognitive architectures which are able to 

benefit from it are not so many, and still under heavy 

development. So, the motivation to propose and implement yet 

another cognitive architecture, when there are so many of them 

already available, lies in the need for an architecture coherent 

with our hypothesis of a conscious codelet-based artificial mind, 

able to implement the animal brain in its different evolutionary  
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steps, and in the search for the sufficient feature set in the 

architecture for each of those steps that matches the results of 

natural selection along history. 

1.2  Statement and Background of Research 

An artificial creature is an autonomous agent, a system 

embedded in an environment, sensing and acting on it, over time, 

in pursuit of its own agenda [21]. It can be controlled by a 

cognitive architecture, which includes aspects of the creature 

such as memory and functional processes [29], providing a 

framework to support mechanisms for perception, action, 

adaptation and motivation [39]. 

Cognitive architectures are control systems architectures 

inspired by scientific theories developed to explain cognition in 

animals and in men. These architectures are typically organized 

in layers [2, 13], with each layer representing a different level of 

control and specialized modules [15]. The most famous general 

cognitive architectures are SOAR [28] and ACT-R [1]. More 

recently, many specialized cognitive architectures have been 

proposed, emphasizing different aspects of cognition, e.g. 

emotions, attention, memory, consciousness and language. Each 

one has advantages and shortcomings, when compared to each 

other.  

Looking for inspiration in cognitive neuroscience, current 

research on artificial creatures has focused on the 

implementation of machine consciousness, with one of its major 

functions being to recruit relevant resources for solving new or 

difficult problems [33]. Recently, the study of machine 

consciousness in cognitive architectures applied to artificial 

creatures has particularly been exploited [4, 15, 33, 8]. 

Even though there is not a consensus on what exactly is 

meant by “machine consciousness”, as different authors indeed 

have different perspectives on what they mean by 

“consciousness”, in a previous work from our group [35], we 

investigated one interesting proposal, called the Baars-Franklin 

architecture. During this investigation, we evaluated the possible 

benefits that such “consciousness” technology, when applied to 

the control of autonomous agents, could bring to such systems. 

Our main findings were that the main benefits brought by 

consciousness (as defined in Baars-Franklin architecture), are: 

• Executive Summary of Perception  

• The Possibility of Behaviour Automatization  

These two advantages arose from the main perspective on what 

is consciousness after all in the Baars-Franklin architecture, 

following Dennett [14]. According to this perspective, 
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consciousness is the emergence of a serial stream on top of a 

parallel set of interacting devices. In the Baars-Franklin 

architectures, such devices are called “codelets” [33] (following 

Hofstadter [26]), which are small pieces of code - similar to 

Ornstein‟s small minds, Minsky‟s agents, Edelman‟s neuronal 

groups and Jackson‟s demons [19] - specialized in performing 

simple tasks [33]. This serial stream evidences the most 

important information flowing in the parallel system at each time 

instant, creating what we called the executive summary of 

perception, a special kind of attention mechanism. This serial 

stream is then broadcast to all codelets in the system, allowing 

decision-making on both up-to-date input data and filtered 

relevant information at each time instant. The possibility of 

automatizing behaviour is also an emergent offspring of this 

serial stream. 

Unconscious behaviour is usually automatic reactive 

behaviour, performed in parallel by the system codelets. The 

serial stream can be used then to learn such automatic behaviour, 

by performing a deliberative one, which is further automatized, 

giving rise to future automatic behaviours. With this, conscious 

systems do have an interesting hybrid reactive-deliberative kind 

of learning, in which new capabilities can be acquired, 

enhancing the overall behaviour of the system. 

Cognitive architectures tend to model functions performed 

by structures of the animal brain. These structures have, 

however, changed over millions of years of evolution. One 

model used to explain this process was the triune brain concept 

proposed by MacLean [31, 30], which states that the brain 

developed into a three-layered organ: reptilian brain, 

paleomammalian brain and neomammalian brain, as can be seen 

in Figure 1. 

  

  
Figure 1.  The triune brain model as proposed by MacLean. 

Source: MacLean 1990 [31] 

The reptilian brain is composed by the oldest structures that 

dominate in the brains of snakes and lizards, with a major role on 

fixed, instinctual behaviours and control for survival. The 

paleomammalian brain is layered over the reptilian brain, with a 

major role in emotions (emotional valence and salience) and is 

better at learning from experience. Finally, the most recent layer 

is the neomammalian brain, which is the home of complex 

cognition, deliberative planning, social abilities and language. 

However controversial this separation in three distinct layers 

might be today, it remains a helpful way to think about the 

mammalian brain [11], especially in a computational sense. 

MacLean himself points out to the fact that, despite their 

capacity for operating independently to a certain level, the triune 

brain is not just a consecutive layering of these three neural 

structures but actually an integration between the information 

they share and produce, so “the whole is greater than the sum of 

its parts". There is often no consensus about which brain 

structures compose each layer, and the functions each particular 

structure performs are not easy to discriminate – due, among 

other reasons, to how massively interconnected most parts of the 

brain are. As Fuster exemplifies in his book [22], attributing a 

particular movement control to a given area, or speech only to 

Broca‟s area, ignores the fact that both functions depend on 

many other neural structures. With that in mind, this work aims 

at avoiding direct mappings [34] between neural structures and 

its functions, and focuses instead on a framework developed 

over a large body of brain and psychological evidence. The 

proposed architecture is based on Baars and Gage‟s functional 

framework, as seen in Figure 2, to develop a codelet-based, 

biologically plausible cognitive architecture.  

  

  

Figure 2. Baars and Gage‟s functional framework. Source: 

Baars and Gage 2010 [11], with kind permission. 

In the framework from Figure 2 each sense has a brief storage 

ability, also called sensory buffer. Elements in the sensory buffer 

are modified by bottom-up selective attention, which happens in 

vision for instance when confronting particular patterns, or in 

hearing when there is a loud noise. There is a top-down 

component to selective attention coming from the central 

executive, which allows voluntary attention to happen. The 

central executive is part of working memory, as defined by 

Baddeley [12], and it exerts supervisory control over all 

voluntary activities. Working storage is a short term and 

dynamic storage mechanism. It is composed of active 

populations of neurons which can consolidate into long term 

memories and is believed to have very limited capacity. The 

verbal rehearsal and the visuospatial sketchpad involve mental 

capacities used to remember things like new words (in the case 

of inner speech), faces, or spatial information (in the case of 

visuospatial sketchpad). They are both linked to long-term 

memory by a learning and retrieval mechanism. Long-term 

memory is represented by the gray boxes on the bottom and is 
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comprised by a number of different types of memory, each with 

its own functions and characteristics. At the right side of the 

diagram, there is action planning, which can have both conscious 

and unconscious components, and finally an output response that 

closes the perception-action cycle. 

2  METHODOLOGY 

The work is following a path similar to the evolutionary steps 

taken by the animal brain as stated by MacLean [31]. The 

hypothesis is that such an approach should guarantee a grounded 

intelligent system at each developmental phase, while biasing the 

system towards high-level animal intelligence.2 

The initial development of this architecture emphasizes on 

behavioral results. A low level approach to evaluate its 

consciousness levels - such as information integration, as seen in 

the works of Tononi [38] - might be implemented in future 

works. ConsScale, a biologically inspired scale designed to 

evaluate the presence of cognitive functions associated with 

consciousness [5, 3, 6], will be used to assess the different levels 

of control implemented within this cognitive architecture. There 

are two ways of using ConsScale: the Standard Evaluation 

Process (SEP) and the Simplified Rating Process (SRP). SEP is 

used to evaluate existing implemented agents, providing an 

accurate measure of the agent‟s cognitive level. SRP, on the 

other hand, is used as an approximation of the potential level of 

an existing or still to be implemented model. 

In this initial work, the SRP for each level of development - 

reptilian, paleomammalian, neomammalian and Homo sapiens - 

is calculated, and a roadmap of behaviour profiles (BP) is 

proposed in order to reach an accurate measure of a specific 

domain. The ConsScale Quantitative Score (CQS), spanning 

from 0 to 1000 in an exponential fashion, is also calculated for 

each stage, providing a numerical value indicating their 

cognitive power. 

The platform used as an specific domain for the initial 

experiments is the iCub humanoid robot simulator [32], but the 

architecture is built so it can be applied to different platforms 

and applications. This platform was chosen because it provides a 

“Human-Like” architectural level, as described by Arrabales [5, 

6]. 

2.1 Conscious Codelet-Based Cognitive Architecture 

Figure 3 shows an UML class diagram describing the 

architecture‟s modules.  

The relationship between modules and their features according 

to the functional framework of Figure 2 is better understood by 

following a full cognitive cycle, considering the neomammalian 

brain: 

1. Sensors (BodyInterface) get information from the World 

(iCub) and send it to the Sensory Buffer 

(BodyInterface);  

                                                 
2
 It is important to acknowledge, however, that the path taken by 

mammals in evolution, especially the case of Homo sapiens, is not the 

only one that led to high-level cognition. Examples of high level 

cognitive behaviour, and potentially conscious capabilities, have been 
observed in modern birds and cephalopods [17]. 

2. Bottom-up Attention (Perception) acts on Sensory 

Buffer (BodyInterface), giving rise to objects from raw 

sensory inputs;  

 

  

 

 Figure 3. Architecture‟s layers and subsystems 

3. Bottom-up Attention (Language) acts on Sensory Buffer 

(Perception), giving rise to symbols from objects;  

4. Top-down Attention (Central Executive) acts on 

Sensory Buffer‟s objects (Perception) and symbols 

(Language);  

5. Top-down Attention (Central Executive) brings 

information into Working Storage (Memory);  

6. Learning and Retrieval Mechanism (Memory) 

consolidates to Stored Memory (Memory) and brings 

into Working Storage (Memory) long-term information;  

7. Spotlight Controller (Consciousness) acts on Working 

Storage (Memory), defining Spotlight (Consciousness) 

content;  

8. Action Selection (Emotions) uses information under 

Spotlight (Consciousness) to select a plan, composed by 

a list of behaviours;  

9. Action Selection (Central Executive) uses information 

under Spotlight (Consciousness) to select a plan, 

composed by a list of behaviours;  

10. Behaviour sequence is sent to Action Buffer 

(BodyInterface);  

11. Actuators (BodyInterface) act on the World (iCub) 

based on Action Buffer (BodyInterface).  

Figure 4 shows a diagram depicting how the concepts of the 

codelet-based Core subsystem have been implemented. 

Following this picture, Memory Objects are single units of data 

in memory, which have a type (T) and some information (I). The 
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Raw Memory contains all Memory Objects in the system. It can 

be logically divided in different kinds of memory, such as the 

stored memories from Figure 2. Codelets are devices which are 

composed by small pieces of code, specialized in performing 

simple tasks (proc), a list of input Memory Objects (In), the ones 

that are read, a list of output Memory Objects (Out), the ones 

that are written, a list input broadcasted Memory Objects (B), 

the ones that were broadcasted by consciousness mechanisms, 

and an activation level (A). Coalitions are groups of Codelets 

which are gathered in order to perform a task by summing up 

their abilities. Two or more Codelets share a Coalition when they 

write in and/or read from the same set of Memory Objects. The 

Coderack (following Hofstadter [26]) is the pool of all active 

Codelets in the system. 

  

  
Figure 4. Core‟s concepts 

The other modules are the subject of future work and will be 

implemented according to the planned steps of the architecture, 

as further explained in Section 2.2. 

 

2.2  Evolutionary Steps Taken by the Animal Brain 

2.2.1  Reptilian 

According to MacLean, the protoreptilian formation is composed 

by a group of ganglionic structures located at the base of the 

forebrain of reptiles, birds and mammals. It is also known as the 

striatal complex and brainstem [11] or, as he puts it, the R-

Complex. It was traditionally thought to be the motor apparatus 

under control of motor cortex and reveals a number of fixed 

behaviours (25 special forms of behaviours and 6 forms of what 

he calls “interoperative” behaviours [31]), involved in the 

regulation of the animal‟s daily routines. In this sense, the R-

Complex is composed by pre-programmed regulators for 

homeostasis and survival, lacking an advanced learning 

mechanism as the one seen latter in evolution. In the one hand, it 

excels at performing sensory categorization, such as identifying 

a particular smell as being harmful or not, and then generating 

reflexive messages about what to do, like running or biting [23]. 

On the other hand, it is constrained by its daily master routine, 

destined to perform a limited number of behaviours. Reptiles and 

lizards however need to “learn” their territory in order to know 

which hole to escape into in case of a predator or just to find 

their way home. This, and other examples of very basic 

“memory/learning” mechanisms, is what MacLean called 

protomentation, which are “rudimentary mental processes that 

underlie a meaningful sequential expression of prototypical 

patterns of behaviour” [31]. 

Based on the main characteristics of a creature with an R-

Complex, a number of skills from ConsScale are proposed for 

this level of development: 

 CS2;1 : Fixed reactive responses.  

 BP2;1 : Basic reflexes such as blinking and contraction of 

limbs as responses to pain.  

 CS3;3-5 : Selection of relevant sensory/memory/motor 

information.  

 BP3;3-5 : The robot reacts to predefined sensory inputs and 

stores basic information in fixed memory.  

 CS3;6 : Evaluation (positive or negative) of selected objects 

or events.  

 BP3;6 : The robot evaluates sensory input comparing it with 

predefined patterns to evaluate sensory inputs as being 

good or bad for it.  

 CS4;2 : Directed behaviour toward specific targets like 

following or escape.  

 BP4;2 : The robot selects grabbing action towards regions 

that seem good for it.  

According to ConsScale, this selection of skills constitutes a 

level 2 (Reactive) agent, with a CQS of 0.21 in a scale from 0 to 

1000. This set of skills suggest the need for a Body Interface 

module, responsible for dealing with all somato-sensory data 

exchange - sensory input and response output from Figure 2 - 

between agent and environment. This module also holds a fixed 

number of reactive responses and autonomic behaviours that 

have as a primary concern the survival and self-preservation of 

the agent. Perception at this level is very basic, with low 

resolution pattern recognition and a bottom-up attention 

mechanism that depends on the agent‟s nature and objectives. 

The output functions are organized in the Central Executive 

module, which at this level of development is responsible for 

action selection with a repertory of fixed predefined behaviours. 

The agent at this level lacks a general Memory System, counting 

only on predefined memory slots for performing specific tasks. 

There is a great debate on whether creatures other than 

humans do or do not possess consciousness as we experience it. 

One major problem faced by such a debate is the lack of an 

accurate definition of what consciousness is and what is needed 

for its emergence. In this work, machine consciousness is the 

implementation of Global Workspace (GW) theory [7] as a 

means to achieve primary consciousness, in which percepts are 

united into episodic scenes [18]. In this sense, it is assumed here 

that a protoreptilian brain lacks the reentrant interactions in the 

thalamocortical system needed to sustain consciousness. 

2.2.2  Paleomammalian 

The next evolutionary step in the development of the vertebrate 

brain is the paleomammalian formation. With this new set of 

neuronal structures - some notable examples being the amygdala, 

hippocampus and hypothalamus - also known as the limbic 

system, animals became able to experience emotions [11], which 

are essentially the capacity of turning up or down the “volume” 

of drives that guide behaviour for survival. This emotional 

“skill” greatly affects and communicates with the 
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aforementioned autonomic system, provoking marked 

physiological changes within the organism. Learning and 

memory have also shown remarkable improvement. An animal 

with a limbic system mounted on top of its R-Complex was able 

to discriminate good things from bad ones also by looking into 

its past memories [23]. MacLean emphasized that this part of the 

mammalian brain is responsible for a number of behaviours and 

characteristics that were absent in ancient reptiles such as 

nursing, audio-vocal communication for maternal contact and 

play [31]. 

The ConsScale skills added at this level are listed as follows:  

 CS3;1 : Autonomous acquisition of new adaptive reactive 

responses.  

 BP3;1 : Learns to “eat” certain kinds of “food” and reject 

others.  

 CS3;2 : Usage of proprioceptive sensing for embodied 

adaptive responses.  

 BP3;2 : Looks for “food” when hunger state reaches a 

certain level. Plays to get happier.  

 CS3;7 : Selection of what needs to be stored in memory.  

 BP3;7 : Emotional valence influences selection of what is 

relevant to be stored in memory.  

 CS4;1 : Trial and error learning. Re-evaluation of selected 

objects or events.  

 BP4;1 : The robot learns what is good (good food) or bad 

(rotten food) for him by trial and error.  

 CS4;3 : Evaluation of the performance in the achievement 

of a single goal.  

 BP4;3 : Evaluates how successful it is in pursuing a single 

goal, such as looking for “food” and uses this 

information to get better at it.  

 CS4;5 : Ability to build depictive representations of 

percepts for each available sensory modality.  

 BP4;5 : The robot can discern particular objects and some 

of its properties and calculate their relative positions.  

 CS5;1 : Ability to move back and forth between multiple 

tasks.  

 BP5;1 : An interrupted behaviour is resumed later if still 

relevant. For example: playing with certain objects in 

the environment can be resumed after stopping this 

behaviour to satiate hunger.  

 CS5;4 : Autonomous reinforcement learning (emotional 

learning).  

 BP5;4 : The robot calculates a “reward" based on how good 

it is at a task and improves its performance. It might 

throw a ball at a given target and get better at it by 

practicing.  

 CS5;2 : Seeking of multiple goals  

 BP5;2 : Having more than one goal, such as satisfying 

hunger and play, it uses CS5;1 to alternate between 

them.  

 CS5;3 : Evaluation of the performance in the achievement 

of multiple goals.  

 BP5;3 : The robot evaluates its own performance at 

pursuing multiple goals, and alternating among them, 

instead of pursuing only one.  

 CS5;6 : Ability to generate selected mental content with 

grounded meaning integrating different modalities into 

differentiated explicit percepts.  

 BP5;6 : The contents of the conscious broadcast, defined by 

the consciousness module, constitute mental content 

with grounded meaning and it is composed by an 

integration of percepts from different modalities.  

 CS6;1 : Self-status assessment (background emotions).  

 BP6;1 : Evaluates its own inner physical and emotional 

state and has its global behaviour influenced by it.  

 CS6;2 : Background emotions cause effects in agent‟s body.  

 BP6;2 : The emotional state is reflected into the robot‟s 

body (happy or sad faces) through its autonomic 

functions.  

 CS6;3 : Representation of the effect of emotions in 

organism and planning (feelings).  

 BP6;3 : Together with BP6;1, if the robot is high on health 

and hungry it may go look for food but if low on health 

and hungry it might hide at home.  

This set of skills appears at the ConsScale as a level 3 (adaptive) 

agent, with a CQS of 7.21 in a scale from 0 to 1000. Even having 

a number of higher skills, such as CS6;1(Self-status assessment) 

for instance, it lacks some dependencies such as CS4;4 (Basic 

planning capability) that would allow it to attain a higher score. 

There is an evolution in perception at this stage so the agent 

is able to perform higher-level pattern recognition, and discern 

particular objects in the environment. The central executive 

performs top-down attention over percepts, providing full 

attention selection capability. The memory module becomes 

generic, in the sense that memory objects are produced, stored 

and retrieved by means of a learning/retrieval mechanism. Those 

memories and percepts are marked with emotional content, 

influencing the aforementioned learning/retrieval mechanism. 

At this point it is assumed that the reentrant interactions 

between parts of the thalamocortical system mediating 

perceptual categorization and those mediating memory have 

evolved in a way that allows the emergence of primary 

consciousness. The consciousness module implements GW 

theory, producing an attentional spotlight that broadcasts its 

contents to all the system. However, the creature still lacks the 

capacity to report its conscious stream, an ability human beings 

possess and which is used in our case to verify the existence of 

consciousness as we perceive it. 

2.2.3  Neomammalian 

The neomammalian formation is the latest addition to the 

vertebrate animal brain. Its distinguished structure is the 

neocortex which is composed of many layers, with a smooth 

surface in small mammals and deeply grooved in larger ones. 

The neocortex is highly oriented toward the external world [31]. 

With it, animals are capable not only to understand their senses 

but also to develop a symbolic representation of those senses and 

inner representations. Being on top of the limbic system, it is 

also capable of developing feelings about these symbols and 

abstract ideas [23]. Its most distinctive role, however, lies in 

what is called executive functions, which consist, among other 

things, on the ability to organize sequences of actions towards a 

given goal. 
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As the vertebrate brain evolved, the organism‟s actions 

became more based on its memories and prior experiences than 

on reflexive responses to the environment based on its needs (as 

can be seen in the transition from protoreptilian to 

paleomammalian). These actions also became more deliberate 

and voluntary [22], especially in the transition from the 

paleomammalian to the neomammalian brain. With this 

evolution, important parts of the neocortex such as the prefrontal 

cortex show significant growth in proportion to more ancient 

brain structures, with a maximum size achieved only in the 

human primate [22]. 

The ConsScale skills at the neomammalian level are as 

follows: 

 CS4;4 : Basic planning capability: calculation of next n 

sequential actions.  

 BP4;4 : Plans a sequence of actions to attain a goal. 

Example: playing for learning wastes energy, so it plans 

a break time to replenish it.  

 CS5;5 : Advanced planning capability considering all active 

goals.  

 BP5;5 : Takes into account information from CS5;3 to 

improve seeking multiple goals. Such as reducing 

transition time between behaviours or deciding a better 

order of behaviours.  

 CS6;4 : Ability to hold a precise and updated map of body 

schema.  

 BP6;4 : It has a map of its own body and can use it to 

plan/select behaviours.  

 CS6;5 : Abstract learning (lessons learned generalization).  

 BP6;5 : Its memories influences how it behaves in a general 

way. Differently from how it would behave without 

them.  

 CS6;6 : Ability to represent a flow of integrated percepts 

including self-status.  

 BP6;6 : The consciousness module allows an executive 

summary, composed by integrated percepts and allowing 

the robot to represent its self-status.  

 CS7;1-3 : Representation of the relation between self and 

perception/action/feelings.  

 BP7;1-3 : Special codelets are specialized in establishing 

the relation between perception and action, and the 

robot‟s sense of self as an emotional agent.  

 CS7;4 : Self-recognition capability.  

 BP7;4 : The robot recognizes itself as an agent in the world, 

allowing CS7;5.  

 CS7;5 : Advanced planning including the self as an actor in 

the plans.  

 BP7;5 : It performs CS5;5 (advanced planning) taking into 

account itself as an agent.  

 CS7;6 : Use of imaginational states in planning.  

 BP7;6 : The robot estimates future emotional state for 

possible outcomes due to planned actions and uses this 

information to select behaviour.  

 CS7;7 : Learning of tool usage.  

 BP7;7 : Learns to use objects in the scene to perform tasks, 

such as throwing a ball at something out of reach to 

bring it down.  

 CS7;8 : Ability to represent and self-report mental content 

(continuous inner flow of percepts/inner imagery).  

 BP7;8 : The robot can report its conscious contents.  

 CS8;1 : Ability to model others as subjective selves.  

 BP8;1 : It will use its own mental model to predict/estimate 

another‟s actions.  

 CS8;2 : Learning by imitation of a counterpart.  

 BP8;2 : The robot will learn new behaviours, such as 

waving or selecting particular objects, by watching a 

counterpart doing it.  

 CS8;3 : Ability to collaborate with others in the pursuit of a 

common goal.  

 BP8;3 : The robot can form plans including other agents to 

reach a common goal. Such as pushing boulders or 

exchanging tools.  

 CS9;3 : Advanced communication skills (accurate report of 

mental content as basic inner speech).  

 BP9;3 : The robot is able to report inner mental state.  

A neomammalian agent is registered as being level 7 (self-

conscious) and scores 207.63 at the CQS scale. 

The central executive at this stage is able to produce new 

behaviours that are added to the repertory of predefined ones. It 

becomes able to actually devise plans to achieve its goals. The 

major add-on feature in perception is the creation of memory 

objects with symbolic content.  

The agent now has a Language module which is responsible 

for producing an accurate report of its mental content. This 

allows basic reportability tests of consciousness but high-order 

consciousness [18] should only be achieved at the Homo sapiens 

stage. 

Homo sapiens 

 The most distinguished part of the human brain is its big frontal 

lobes. These regions have shown remarkable expansion at the 

last stage of human evolution and can be regarded as the core 

machinery for what we understand as being human. The 

aforementioned prefrontal cortex (PFC) plays a decisive role in 

both social cognition and advanced planning and problem 

solving. The ability to recombine and manipulate internal 

representations, a vital skill for the development of advanced 

language, and the capacity of holding “images of the future”, 

important for tool-making, are both critically dependant on the 

PFC [11]. 

The ConsScale skills at the Homo sapiens level are as 

follows: 

 CS8;4 : Social planning (planning with socially aware 

plans).  

 BP8;4 : The robot devises plans including groups of agents 

in order to improve the group‟s conditions as a whole.  

 CS8;5 : Ability to make new tools.  

 BP8;5 : The robot can combine objects in the scene to 

produce a new tool. For instance, bending a wire so it 

works as a hook.  

 CS8;6 : Inner imagery is enriched with mental content 

related to the model of others and the relation between 

the self and other selves.  
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 BP8;6 : Robot‟s conscious content integrates mental 

imagery related to its own model and the models of 

other agents.  

 CS9;1 : Ability to develop Machiavellian strategies like 

lying and cunning.  

 CS9;1 : The robot is able to estimate another agent‟s 

reaction to its actions and use it in its own benefit. For 

instance, if the robot wants a person to get closer, it 

might ask this person for “food” even without being 

hungry.  

 CS9;2 : Social learning (learning of new Machiavellian 

strategies).  

 BP9;2 : The robot can learn new strategies as in CS9;2, not 

implemented a priori.  

 CS9;4 : Groups are able to develop a culture.  

 BP9;4 : Groups of robots and other agents can develop their 

own cultural content and pass it on to other individuals 

to improve learning.  

 CS9;5 : Ability to modify and adapt the environment to 

agent‟s needs.  

 BP9;5 : The robot can include the altering of the 

environment in its plans to reach a goal. Such as moving 

rocks to form a barrier.  

 CS10;1 : Accurate verbal report. Advanced linguistic 

capabilities. Human-like inner speech.  

 BP10;1 : The robot should be able to develop conversations, 

with grammar and semantic content.  

 CS10;2 : Ability to pass the Turing test.  

 BP10;2 : At this point, the robot should be able to pass a 

domain specific Turing test.  

 CS10;3 : Groups are able to develop a civilization and 

advance culture and technology.  

 BP10;3 : Groups of robots and other agents should be able 

to interact in a cultural and social way to develop new 

tools and knowledge about the environment.  

At this stage, the agent reaches level 10 (Human-Like) in the 

ConsScale, with a CQS of 745.74. Higher levels could only be 

achieved with structural modifications in the basic architecture 

to allow several streams of consciousness being managed by the 

same agent3. 

Structurally, the cognitive architecture at the Homo sapiens 

level is the same as the one described for the neomammalian 

brain. It has the same modules and the communication between 

them is virtually identical. The difference lies in the codelets 

used to perform the new skills necessary to achieve this level of 

cognition. 

 

 

                                                 
3 It is not clear if being able to manage many streams of consciousness 

in the same body would result in an advantage, as suggested by 

ConsScale. One can argue based on absence that, in the course of 
evolution, natural selection would have selected mammals or other 

classes of animals which had appeared, by mutation mechanisms, with 

more than one stream of consciousness if this fact resulted in an 
advantage. 

3  DISCUSSION 

The architecture proposed here, in its many development stages, 

aim at managing the agent‟s attentional resources in order to 

fulfil its tasks and reach its goals. Distinctively from other 

architectures, this model commits to a single, uniform notation 

for encoding knowledge, which are memory objects that hold 

information for different applications. This has the advantage of 

simplicity and may support learning and reflection more easily, 

since they have to operate on a single type of structure. 

The codelet approach further enhances the modularity and 

scalability of the system. Particular codelets can be designed on 

demand to fulfil a given task and be readily implemented in the 

architecture without the need of major architectural 

modifications. 

Due to its essentially modular structure, as seen in ACT-R 

and LIDA, this triune cognitive architecture differs from other 

well known architectures such as SOAR [29, 15]. A modular 

structure offers a number of advantages, such as robustness and 

allowing distributed processing. Moreover, ACT-R and SOAR 

architectures lack a consciousness mechanism, which would 

allow an efficient perceptual summary and behaviour 

automation. 

A well known cognitive architecture that implements a 

consciousness mechanism is LIDA[15] which, as previously 

mentioned, is also a highly modular architecture - but not 

completely codelet-based - and strongly based on cognitive 

neuroscience. It aims, among other things, at being a tool for 

generating testable hypotheses about human and animal 

cognition, which might make its use at simpler applications 

problematic. 

The architecture here presented deals with this applicability 

problem by being decomposable into three distinct architectures, 

each with a level of complexity more suitable to a particular 

application. In other words, this work employs a technological 

approach, by drawing inspiration from neuroscience in order to 

develop better intelligent artificial systems. Many works of this 

type also aim at having a contribution toward taking the 

scientific side of this research forward, hoping to better 

understand or make important discoveries about biological 

consciousness by building successively more complex artificial 

agents with cognitive architecture. This is not the case in this 

work, which aims at taking advantage of the new findings in 

science to build better technologies. 

4  CONCLUSIONS & FUTURE WORK 

This is a work in progress, the next step of which is the 

implementation of each structure of the first brain layer, 

associated with the reptilian brain, and the integration of these 

structures in the architecture. The system‟s “Core” has been 

implemented in a completely codelet-based fashion, serving the 

whole architecture, and the “Consciousness” module is being 

implemented on the basis of the Baars-Franklin concepts. 
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Abstract.  Philosophers, psychologists and neuroscientists have 

proposed various forms of a “self” in humans and animals. All of 

these selves seem to have a basis in some form of consciousness.  

The Global Workspace Theory (GWT) [1 - 3] suggests a mostly 

unconscious, many layered self-system.  In this paper we 

consider several issues that arise from attempts to include a self-

system in a software agent/cognitive robot.  We explore these 

issues in the context of the LIDA model [4], [15] which 

implements the Global Workspace Theory. 

 

1 INTRODUCTION 

The LIDA model is both a conceptual and computational model 

implementing and fleshing out a major portion of Global 

Workspace Theory (GWT) [1]. The model also implements a 

number of other psychological and neuropsychological theories 

including situated cognition [20], perceptual symbol systems 

[21], working memory [23], memory by affordances [24], long-

term working memory [25], Sloman’s H-CogAff [26], and 

transient episodic memory [22].  

As is true with any computational/conceptual model of human 

cognition, the LIDA model has gaps, areas in which it cannot yet 

offer explanations. One such gap is the self-system.   

Baars [1] sees the self as an unconscious executive that 

receives conscious input and controls voluntary actions.  There is 

a direct connection between self and consciousness.  If one 

damages the self-system of a human, then conscious contents 

may also disappear. Recall that in people with split brains, the 

dissociated executive loses access to the conscious contents of 

the other executive [1], [6].  Our goal is to implement a self-

system in the LIDA model that is in tune with GWT, while 

attempting to understand how the self system works in 

humans/animals. 

2 SELF SYSTEM 

In the spirit of GWT, a self-system in an autonomous agent may 

be constituted by three major components namely, the Proto-

Self, the Minimal (Core) Self and the Extended Self as shown in 

Figure 1. 

Neuroscientist Antonio Damasio conceived a proto-self as a 

short-term collection of neural patterns of activity representing 

the current state of the organism [9]. This proto-self receives 

neural and hormonal signals from visceral changes.  

The minimal or core self is attributed to all animals by 

biologists, philosophers and neuroscientists [9], [12], [19]. The 

core consciousness is continually regenerated in a series of 

pulses (LIDA’s cognitive cycles [11]), which blend together to 

give rise to a continuous stream of consciousness. The minimal 

or core self is partitioned into the self-as-agent (the acting self), 

the self-as-experiencer (the experiencing self) and the self-as-

subject (the self that can be acted upon by other entities in the 

environment). 

 The extended self consists of the autobiographical self, the 

self-concept, the volitional or executive self, and the narrative 

self. This extended self is ascribed to humans and, possibly, to 

higher animals. The autobiographical self develops directly from 

episodic memory [7], [10]. The self concept, also referred to as 

the self context [1] or the selfplex [8] consists of enduring self 

beliefs and intentions, particularly those relating with personal 

identity and properties. The volitional self provides executive 

function [1]. Finally, the narrative self is able to report, 

sometimes equivocally, contradictorily or self-deceptively, on 

actions, intentions, etc., [13]. 

 

Figure 1. The Self System for LIDA 

3 LIDA MODEL 

The LIDA computational architecture, derived from the LIDA 

cognitive model, employs several modules that are designed 

using computational mechanisms drawn from the “new AI.” 

These include variants of the Copycat Architecture [27], [30], 

Sparse Distributed Memory [28], the Schema Mechanism [31], 

[33], the Behavior Net [29], and the Subsumption Architecture 

[32].  As the architecture implements GWT, the various modules 

in this system have processors executing and accomplishing 

small, simple and complex tasks.  These processors are often 
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represented by codelets which are small pieces of code that 

accomplish one specific task.  The LIDA model has been 

detailed in several publications [34], [35], [36]. 

LIDA’s processing can be viewed as consisting of a 

continual iteration of Cognitive Cycles [11], [35]. Each cycle 

constitutes units of understanding, attending and acting. During 

each cognitive cycle a LIDA-based agent first makes sense of its 

current situation as best as it can by updating its representation 

of its world, both external and internal. By a competitive 

process, as specified by Global Workspace Theory, it then 

decides what portion of the represented situation is most in need 

of attention. Broadcasting this portion, the current contents of 

consciousness, enables the agent to finally choose an appropriate 

action which it then executes. Thus, the LIDA cognitive cycle 

can be subdivided into three phases, the understanding phase, 

the consciousness phase, and the action selection phase.  

Beginning the understanding phase, incoming stimuli activate 

low-level feature detectors in Sensory Memory. The output is 

sent to Perceptual Associative Memory where higher-level 

feature detectors feed into more abstract entities such as objects, 

categories, actions, events, etc. The resulting percept is sent to 

the Workspace where it cues both Transient Episodic Memory 

and Declarative Memory producing local associations. These 

local associations are combined with the percept to generate a 

current situational model, the agent’s understanding of what’s 

going on right now.  

Attention Codelets begin the consciousness phase by forming 

coalitions of selected portions of the current situational model 

and moving them to the Global Workspace. A competition in the 

Global Workspace then selects the most salient coalition whose 

contents become the content of consciousness that is broadcast 

globally.  

In the action selection phase of LIDA’s cognitive cycle, 

relevant action schemes are recruited from Procedural Memory. 

A copy of each such is instantiated with its variables bound and 

sent to Action Selection, where it competes to provide the action 

selected for this cognitive cycle. The selected instantiated 

scheme triggers Sensory-Motor Memory to produce a suitable 

algorithm for the execution of the action. Its execution completes 

the cognitive cycle. 

4   IMPLEMENTING SELF SYSTEM IN LIDA 

In the context of the LIDA model briefly described in the 

previous section, let us consider how the various parts of a Self-

System in Figure 1 can be implemented in this model. 

 

Implementing Proto-Self: The Proto-Self for a software agent 

or cognitive robot can be viewed as the set of global and relevant 

parameters in the various modules of the autonomous agent.  In 

LIDA, these are the parameters in the Behavior Net, the memory 

systems, and the underlying computer system’s memory and 

operating system.  These aspects which constitute the Proto-Self 

are already present in the LIDA model. 

Implementing Minimal/Core Self: All the three parts of 

Minimal Self can be implemented as sets of entities in the LIDA 

ontology, that is, computationally as collections of nodes in the 

slipnet of LIDA’s perceptual associative memory.  

One of the features of consciousness is subjectivity, the first 

person point of view. The self-as-agent accomplishes some 

aspects of such subjectivity.  Self-as-agent can be implemented 

as the set of self-action nodes in the slipnet, i.e., nodes 

representing actions by the agent such as lie-down, stand, roll-

over, walk, glance-left, etc. Having such action nodes in the 

slipnet would allow actions –   

 to be part of structure building in working memory; 

 to be included in cues to episodic memories;   

 to come to consciousness;  

 to be written to episodic memory as parts of events, 

and  

 to be available for the creation of new schemes by the 

procedural learning mechanism.  

This kind of implementation would give such actions first-

class status among the ontological entities of the LIDA model. 

Self-as-agent would then be realized as the set of all self-action 

nodes in the slipnet.  

Expectations codelets are a specific type of attention codelets 

that are produced with every action selected in LIDA.  The 

expectation codelet attempts to bring to consciousness items in 

the workspace that bear on the success of the given action 

achieving its expected result. Thus LIDA’s expectation codelets 

will be part of the self-as-agent implementation. 

Self-as-subject can be implemented as the set of acted-upon 

nodes in the slipnet, i.e., nodes representing actions by other 

entities upon the agent such as being pushed, stroked, hugged, 

slapped, yelled-at, fallen-upon, etc.  

Self-as-experiencer might be thought of as being comprised of 

all of the rest of the slipnet. The Minimal Self can be 

implemented simply from the existing modules in the LIDA 

model. 

 

Implementing Extended Self:  Here we consider the four parts 

of the Extended Self from Figure 1.  The Autobiographical Self 

is the collection of episodic memories of events that one has 

about himself or herself, rather than only about others. These 

memories have to have come from consciousness.  In LIDA, the 

local associations from transient episodic memory and 

declarative memory come to the workspace in every cognitive 

cycle. This requires a verifiable report (of that memory coming 

to consciousness).  Not all of them may be operationally 

verifiable. 

The Selfplex is personal beliefs and intentions.  In the LIDA 

model, the agent’s beliefs are in the semantic memory.  

Intentions are represented by the intentions codelets. These are 

processes that get generated at each volitional goal selection.  

They look for opportunity to bring information concerning the 

goal to the Global Workspace. In LIDA, each volitional goal has 

an intention codelet. 

Action that is taken volitionally, that is, as the result of 

conscious deliberation, is an instance of the action by the 

Volitional Self.  Deliberate actions occur in LIDA and are 

represented as behavior streams. Thus LIDA has a volitional 

self. Deliberative acts have to be conscious, in the sense that the 

process of deliberation has to be conscious before the act itself. 

An action to be influenced by the Narrative Self must intend 

to convey something meaningful about the speaker; it can be 
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determined by the presence of either explicit or implied personal 

pronouns.  First, a LIDA-based agent has to understand such 

self-report requests.  This can be implemented in the perceptual 

associative memory using perception codelets, slipnet and 

working memory. Then the agent has to generate the reports 

based on its understanding of such requests. The LIDA model 

facilitates this with existing modules. A LIDA-based agent can 

have motivations to report on itself and enjoy responding to such 

queries about itself, with feeling nodes in its perceptual 

associative memory.  The agent has to become conscious of such 

a request, by its attention codelets, specifically built for such a 

task.  We need reporting behavior streams in the procedural 

memory that can generate reports from the contents of 

consciousness. 

Effectively, the LIDA model provides for the basic blocks to 

implement the various parts of a multi-layered self system as 

hypothesized in GWT.  There are several interesting issues that 

such an implementation would bring up, which we will look at in 

the discussion section of this paper. 

5  DISCUSSION 

 

The main goal of our research work is to understand how the 

mind works.  Implementing a self system in the LIDA model 

provides a better and more complete understanding of cognition 

and the Global Workspace Theory.  

We see that the Proto-Self is already part of the LIDA model 

and is not built as a separate module/structure.  This may be the 

case with most cognitive software agents/cognitive robots.  The 

very nature of these systems requires the global parameters for 

the functioning of these agents, thus affecting the state of the 

software agent or robot. 

In contrast, the Minimal/Core Self and the Extended Self need 

to be implemented in the LIDA model.  While the Minimal Self 

can be easily facilitated in the LIDA model with the existing 

modules, the Extended Self requires new structures to be added 

to the existing modules.  Implementing the various pieces of the 

self system would take us one step closer to a complete model of 

cognition. 

An autonomous agent/cognitive robot based on the LIDA 

model that also has a self system might be suspected of being 

close to subjectively conscious for several reasons.  First, such 

an agent/robot would be functionally conscious. Further, it could 

be made to fulfil the coherent, stable perceptual world condition 

[14]. We claim that such an agent/robot will take us one step 

closer to realizing phenomenal consciousness in these cognitive 

models.   

Today researchers at the Brain Mind Institute at EPFL are 

using virtual reality and brain imaging to understand how the 

human body is represented in the brain and how this affects the 

conscious mind [37]. The self system is directly linked to 

consciousness and as we implement models of machine 

consciousness, it is imperative that we include the self system in 

these models. 
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Abstract. Phenomenological states are generally considered 

sources of intrinsic motivation for autonomous biological agents. 

In this paper we will address the issue of exploiting these states 

for robust goal-directed systems. We will provide an analysis of 

consciousness in terms of a precise definition of how an agent 

―understands‖ the informational flows entering the agent. This 

model of consciousness and understanding is based in the 

analysis and evaluation of phenomenological states along 

potential trajectories in the phase space of the agents. This 

implies that a possible strategy to follow in order to build 

autonomous but useful systems is to embed them with the 

particular, ad-hoc phenomenology that captures the requirements 

that define the system usefulness from a requirements-strict 

engineering viewpoint.12 

1 INTRODUCTION 

Research into machine consciousness is justified in terms of 

the potential increase of functionality [25] but also as a source of 

experimentation with models of human consciousness to 

evaluate their value [19].  

Even when there are old arguments against the possibility 

of machine consciousness3, several attempts at realisations of 

machine consciousness have been done recently [19]. In some 

cases, these systems propose a concrete theory of consciousness 

explicitly addressing artificial agents [15, 10] but in other cases 

the implementations follow psychological or neural theories of 

human consciousness developed without considering machines 

as potential targets for them. This is true, for example in the case 

of the many implementations of Baars‘ Global Workspace 

Theory of consciousness [3, 21, 13, 26].  

These are very valuable efforts that help clarify the many 

issues surrounding consciousness and foster a movement 

towards making more precise the sometimes too-philosophical 

terms used in this domain. All these different implementations 

—if accepted as conscious— may be considered as exemplars in 

an attempt towards an ostensive definition of consciousness that 

includes humans and maybe also some animals [4].  

However as pointed out by Sloman [28] “pointing at 

several examples may help to eliminate some misunderstandings 

by ruling out concepts that apply only to a subset of the 

examples, but still does not identify a concept uniquely since any 

set of objects will have more than one thing in common.” In a 

sense, the only possibility of real, sound advance in machine 

consciousness is to propose and risk a background theory against 
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to which experiments are done and evidence thrown. This is 

indeed the path followed by the works previously mentioned of 

Chella, Haikonen, Franklin, Arrabales or Shanahan. However, 

most of the approaches are focused on just one aspect of 

consciousness [5]. The multifarious character of consciousness is 

an obvious problem.  

Indeed, Sloman [28] suggests that the main difficulty that 

we confront in the research on consciousness and machine 

consciousness is related to the polymorphic nature of the 

consciousness concept. This may seem to imply that trying to 

tackle several aspects of consciousness -access consciousness, 

phenomenal consciousness, self-awareness, etc. — in one single 

shot —a single model, a single robot— is hopeless. This 

program of addressing consciousness as a whole is also 

hampered by the semantical flaws that some of the conceptions 

of consciousness suffer when abstracted from specific contexts.  

However, Sloman also recognises that “perhaps one day, 

after the richness of the phenomena has been adequately 

documented, it will prove possible to model the totality in a 

single working system with multiple interacting components.” 

This is, boldly, what we try to do inside our long term ASys 

research program. In order to progress in the systematic 

engineering of autonomous, robust agents, we will try to make 

them conscious. And will try to do so by using a single, general 

and unified theory of consciousness4.  

The approach taken in this effort directly attacks the 

polymorphic nature of the concept. We will express general 

consciousness mechanisms in the form of architectural patterns 

that will be instantiated in the several forms that are necessary 

for the specific uses of a particular agent. This approach breaks 

up the unicity/variety problem of consciousness, leveraging a 

single structure for different uses.  

2 THE REASONS FOR ACTING  

The quest for control architectures for artificial autonomous 

agents confronts a problem concerning the relations between the 

goals of the agent and the goals of the owner. This is very much 

connected with the value systems of humans and how these drive 

their behaviour [23].  

Phenomenological states are generally considered sources 

of intrinsic motivation for autonomous biological agents. At the 

end of the day, what counts is the phenomenology. What is 

relevant for the agent is how the internal changes concerning its 

perception of the world and of itself impacts its experiential state 

[9].  

To be more precise, for us humans, what counts is the 

integral, i.e. an accumulated value,  of the phenomenological 

states along the lived trajectories —past, present and future. This 
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is the very foundation for acting —the reasons to act— and the 

very grounding of ethics. We just care about feeling well and 

having the right experiences. This may sound a bit selfish but 

even altruistic behaviour shall be gratifying in some sense 

(albeit, if this is right, in a phenomenological sense).  

This position will be clarified later in terms of what it 

means saying that the phenomena are the source of all behaviour. 

To do this we must enter into an analysis of the nature of 

meaning and consciousness. Both in natural and artificial 

settings.  

Following a general approach is necessary for the objective 

of the ASys program of targeting a universal theory of 

consciousness —in terms of enabling the construction of better 

autonomous systems— but it is also of maximal relevance when 

addressing the construction of systems interacting with humans. 

In order to provide machines suitable for interacting with 

humans‘ lives —and most machines are designed to do so— it is 

necessary to understand this phenomenological grounding for 

action in humans and also it may be necessary to investigate the 

possibilities of such a phenomenological stance concerning the 

realization of machines.  

3 ABSTRACT ARCHITECTURE OF A 

CONSCIOUS MACHINE  

Our strategy in the search for a general architecture for 

consciousness is based in the identification of a set of 

architectural principles that will guide the definition of reusable 

design patterns [7]. An early version of these principles was 

presented in [25]. These principles offer precise but general 

definitions of some critical concepts in mind theory (like 

representation, perception, action, value, consciousness, etc.).  

 

 
Figure 1. The basic building blocks for a design and realisation 

of a conscious machine are polymorphic patterns. The figure 

shows two of the basic patterns used in the definition of the 

cognitive architecture of reference for general consciousness: 

EPISTEMICCONTROLLOOP and METACONTROL.  

The current set of design principles is the following:  

 

1. A cognitive system builds and exploits models of other 

systems in their interaction with them. These models are —

obviously— representations. They sustain the realisation of a  

model-based control architecture. Models are made at 

multiple levels of resolution and may be aggregated to 

constitute integrated representations. 

2. An embodied, situated, cognitive system is as good 

performer as its models are. The ideal condition is achieving 

isomorphism in a certain modelling space. It is important to 

note that models are always abstractions hence defining a 

modelling space that is inherently different from that of the 

modelled system.  

3. Except in degenerate cases, maximal timely performance is 

achieved using predictive models. What counts for an agent 

is the value got not only now, but from now on up to a fuzzy 

time horizon. The depth of the horizon will be dependent of 

the specific aspect that is anticipated.  

4. Perception is the continuous update of the integrated models 

used by the agent by means of real-time sensorial 

information. Perceiving is hence much more than sensing. 

Sensing is the mapping of physical estates of the sensed 

entity into informational states inside the perceiving agent. 

In a second stage perceptual mechanics updates/creates 

models to exploit this information. Note that models are 

necessarily based on a sustaining ontology. This implies that 

perception suffers model-related ontological blindness.  

5. Agents perceive and act on the basis of multiple integrated, 

scalable, unified models of task, environment and self. 

Model-based control is the core mechanism for action 

generation. This enables a search for global performance 

maximisation (obviously bounded by what is 

known/modelled). Model and action integration may happen 

at multiple scales.  

6. An aware system is continuously perceiving and computing 

meaning from the continuously updated models. Meaning is 

defined as the partitioning of state-space trajectories in terms 

of value for the agent. What is different in this proposal for a 

concept of meaning is that we are considering not only the 

current state of affairs but the potential future values for the 

agent.  

7. Models are executed by engines and may be collapsed with 

them into simpler subsystems. Model execution leverages 

models in the obtainment of many classes of data of 

relevance to the agent: actions, states, causes, means, etc. 

Model execution is hence necessarily continuous, multiple 

—forward, backward, means-ends, etc.— and concurrent. In 

some cases models and engines may be collapsed into a 

simple, more efficient element. Model-engine collapses are 

efficiency-exploitability tradeoffs. Collapsed models 

sacrifice multiple use to gain effectiveness.  

8. Attentional mechanisms allocate both physical and cognitive 

resources for system perceptive and modelling processes so 

as to maximize performance. The bandwidth of the sensory 

system is enormous and the perceptual task is not easy. The 

amount of sensed information that may be integrated in the 

mental models of the agent is bounded by the availability of 

resources. The allocation of resources to subsets of sensed 

information is done using cognitive control and also 

immediate anticipatory valuation (significance feedback). 
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Note that this implies a primary form of perception before 

the conscious level.  

9. The agent reconfigures its functional organisation for 

context-pertinent behaviour using value-driven anticipatory 

metasignals. This is the role played by (some) emotional 

mechanisms [24].  

10. A self-aware system is continuously generating meanings 

from continuously updated self-models. The agent perceives 

and controls itself as it perceives and controls the world. 

―Self‖ is the closure of the executing self-model.  

 

These principles are being reified in the form of design 

patterns  (see Figure 1) and implemented using state of the art 

object-oriented software technologies.  

 

This pattern-based approach enables the formerly stated 

vision of having both a general approach and the concrete 

implementations necessary for the diversity of tasks that an agent 

must address.  

In this line of work, Hernández has proposed The Operative 

Mind (OM) [17] as an architectural framework for development 

of bespoke systems. This class of architectural reference model 

—in the line of RCS [1] or CogAff [29]— can be used for 

engineering systems which implement, as we claim, analogue 

functional capabilities to those reported —top-down causality, 

flexible control, integration, informational access, and intrinsic 

motivation— of biological consciousness. This enables, as a 

result, improved autonomy and robustness.  

 

 
Figure 2. The Higgs robot is the experimental platform used for 

the deployment of the OM Cognitive Architecture.  

 

Consciousness is implemented on it as a set of services, in 

an operating system fashion, based on deep modelling of its own 

control architecture [18], that supervises the adequacy of its 

structure to the current objectives in the given environment [20] 

triggering and managing adaptivity mechanisms. This system is 

being implemented in the control system of an autonomous 

mobile robot (see Figure 2).  

4 MODEL-BASED PREDICTIVE CONTROL 

AND PHENOMENOLOGY  

The architectural model proposed in the above principles is 

consonant with the model-based control strategies used in 

technical environments —industrial plants, aircraft, etc. [8].  

In model-based predictive control (MBPC), the controller 

produces the next instantaneous action by i) first projecting a 

desired trajectory of targets optimised for that goal, ii) then 

predicting the future consequences of the actions needed to 

follow that trajectory to obtain precisely an optimised plan of 

actions, and finally iii) executing only the first action in the plan; 

then the cycle starts over again.  

Notice that for step i) a cost function is used, which is both 

a model of the task and an evaluation procedure, and for ii) a 

model of the plant –i.e. system (body) and environment– is 

employed.  

So far, control systems based on advanced techniques such 

as MBPC contain informational structures and processes that our 

model could ascribe to access consciousness: they exploit 

updated models of the plant and evaluate in the view of the 

predicted future. But as far as the model do not include the 

system itself –i.e. the controller–, the system is not self-

conscious. This implies that there are no phenomenological 

states concerning the own agent involved.  

Now let us suppose that the system/controller includes a 

model of itself, so it evaluates not only the future environment 

states given its possible actions, but also its very own possible 

future states. Then we will have a system that, from sensory 

information flow, would generate informational structures 

containing an evaluation of its processing, not only current, but 

as predicted in the future according to its past. 

It is important to note that the evaluation is realised in terms 

of the value obtained by the agent. In the case of artificial control 

systems these values are imposed by externally grounded utility 

functions. In the case of biological systems these utility 

functions are internal and expressed in terms of what is good and 

bad for the agent: i.e. its experience. The metaperception of the 

agent as perceiver sustains the valuation of goodness of states. 

This may constitute the very substrate of phenomenology: the 

system, by virtue of the described process, would be 

experiencing that sensory input.  

The grounding of experience on model-based 

metaperception provides an operational understanding of the 

―what is it like to be‖ question [22]. To know what is it like to be 

a bat would require not only the echolocation sensory system but 

the full perceptual pipeline and the metaperceptual pipeline. We 

cannot experience being a bat if we don‘t meet these 

requirements, but, however, we can have a deep theory of what it 

is like to be a bat and hence know ―what is it like to be it‖.  
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Figure 3. The self-perception, self-configuration meta-loop shares the patterned structure of the EPISTEMICCONTROLLOOP.  The meta-

level gathers information about the functional organisation of the lower epistemic control loop and may act to change it. The 

observed/controlled world of the metaloop is a functioning cognitive agent. 

 

 

Note that the action part of the meta loop shown in Figure 3 

shows action modifying the workings of the lower, world-

situated loop. The meta-control competences enabled by self 

perception constitute the active part of emotional mechanisms 

[24]. In a sense, consciousness, meaning and emotion are 

stepping-stones in the same road [2].  

5 MEANING AND THE FUTURE  

In this paper we provide an analysis of ‗consciousness‖ in 

terms of a precise definition of how an agent ―understands‖ the 

informational flows entering the agent. This definition of 

understanding is based in the analysis and evaluation of 

phenomenological states along potential trajectories in the phase 

space of the agents.  

We propose a rigorous definition of ―meaning‖ in terms of 

the separation of potential agent trajectories in different value 

classes —consider that the information flows are a critical 

resource for trajectory enaction and separation. The values to be 

computed will not be in the particular space of magnitudes of an 

external, third person observer but in the magnitudes of 

relevance to the agent: i.e. the phenomenological ones. This 

computation requires from the agent an intrinsic capacity for 

anticipation —including anticipation of phenomenological 

states.  

Note that in this context phenomenological is not restricted 

to the limited interpretation in terms of qualia, but in the broader 

sense of phenomenal structure [30]:  

“the phenomenal structure of experience is richly 

intentional and involves not only sensory ideas and qualities but 

complex representations [our models] of time, space, cause, 

body, self, world and the organized structure of the lived reality”  

For the reasons stated before, this model —of meaning and 

consciousness— shall be of applicability both to humans and 

robots, hence implying a rigorous analysis and definition of 

phenomenological states —because rigour is necessary if this is 

going to be built into the robots and not just predicated from 

some externally observed behaviour.  

Clarifying these issues is not only of relevance for robot 

construction but also for advancing into a general theory of 

consciousness both operational in the technological side and 

explanatory in the biological one —e.g. being useful to create 

safer machines [25] and being able to explain the nature of pain 

asymbolia [14].  

Consider the situation of a system at certain time (now, t0) 

where the system must decide what to do based on a certain 

information it has received (see Figure 4). The system has 

followed a certain trajectory x(t) in its state space but the future 

is open concerning the different possibilities for acting (Aa, Ab, 

Ac). The concrete future trajectory will depend on the concrete 

action, but will also depend on the concrete state of the world 

and the agent at t0. The meaning of a piece of information —

about the world or about the agent itself– is the way it partitions 

the set of possible future trajectories in terms of anticipated 

phenomenological states.  

How is this meaning enacted? By integration of the 

information received into the model that the agent uses to predict 
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the future and by executing this model in forward time. In a 

sense, grasping the meaning of some information is leveraging 

this information in enhancing the prediction of how reality is 

going to behave.  

 

 

 
Figure 4. Understanding sensory flows and the derived 

emotional processes are strongly related to the anticipatory 

capabilities of the agents.  

 

 

This interpretation of meaning and consciousness is indeed 

not new. As Woodbridge said [31] in relation to potential 

definitions of consciousness [6]: Professor Bode states the 

general problem tersely, it seems to me, when he asks, ”When an 

object becomes known, what is present that was not present the 

moment before ?” I have attempted to answer that question in 

one word — ”meaning.”  

Phenomenology goes beyond the experiential qualities of 

sensed information. Haikonen argues that qualia are the primary 

way in which sensory information manifests itself in mind [16] 

but in our model this qualitative manifestation is not necessarily 

primary but may be produced in downstream stages of the 

perceptual pipeline. What is important for us is not just the 

qualities of the sensed but the experience of their meaning. As 

Sloman and Chrisley [29] say, ―an experience is constituted 

partly by the collection of implicitly understood possibilities for 

change inherent in that experience.‖  

It must be noted that the model proposed is concurrent. This 

implies that the perceptual pipeline is operating in several 

percepts at the same time. But due to the integrated nature of the 

models —principle 5— these pipelines may eventually converge 

(in non pathological cases). This may imply a reduction of the 

focus of inner attention to a single percept. This is in line with 

Dennett‘s multiple drafts theory of consciousness [11].  

6 CONCLUSSIONS: IS 

HETEROPHENOMENOLOGY A NEED ?  

Going back to the analysis done at the very beginning of the 

paper on the construction of autonomous systems, and after 

describing the architectural picture of the ASys model of 

autonomy and consciousness, we reach the conclusion that 

heterophenomenology is a need.  

However, heterophenomenology (phenomenology of others 

different from oneself) must be understood in a sense a bit 

different from the initial proposal of the term by Dennett [12] of 

using verbal reports (and other types of acts) as objective, third-

person observations that provide the observer with partial 

information about the agent‘s beliefs regarding its own 

conscious experience.  

In this context, building machines that experience, the 

problem of engineering the right phenomenological mechanism 

is crucial because it will be the origin of the intrinsic motivations 

of the agents. We must adopt an heterophenomenological 

engineering approach in the sense of being able to engineer 

phenomenologies into machines to match our very own needs 

[33]. These will not be human phenomenologies but the 

phenomenologies that when deployed will make the agents 

pursue our satisfaction.  

But for this, we need not only a better understanding of the 

artificial [27] but of our own consciousness.  
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Abstract.  We answer the question raised by the title by 

developing a neural architecture for the attention control 

system in animals in a hierarchical manner, following what 

we conjecture is an evolutionary path. The resulting 

evolutionary model (based on CODAM at the highest level) 

and answering the question allows us both to consider 

different forms of consciousness as well as how machine 

consciousness could itself possess a variety of forms. 

 

Keywords: Attention; Evolution; Levels of Attention; Levels 

of Consciousness; Machine Consciousness 

1 INTRODUCTION 

Darwin‟s magisterial „Descent of Man‟ [1], supported by 

many writers on evolution since, implies that consciousness 

has decided functionality in humans. Yet some have proposed 

that consciousness is purely an epiphenomenon, with no real 

purpose, but arising as a necessary evil from the depths of 

decision making components of the brain. It could function as 

a checking device, as suggested by Benjamin Libet [2] from 

his well-known experiments on when consciousness arises in 

subjects as they are about to act. His result that consciousness 

only arose after the beginning of the developing action (as 

seen by the „bereitspotential‟) seemed to underline the lack of 

value of the ensuing consciousness. It even led to suggestions 

to train children and artists to reduce the importance of 

consciousness in their lives and thereby become more 

creative. How can we reconcile these two views? 

To begin to do that, we consider the concept of an inner 

self, as supposed to exist by many Western phenomenologists 

[3] and earlier by Kant, even, it has been suggested going 

back to Aristotle as „a bit on the side‟. Without such an inner 

self or „I‟ we are all zombies (as was claimed by Dennett as 

part of his attack on qualia [4]). But does the inner self really 

exist? To begin to answer this difficult question we will trace 

a possible development of attention across the millions of 

years of man‟s ancestors, until we arrive at ourselves.  

The question of the existence of an inner self may also be 

suggested as a crucial one for machine consciousness 

research. If human consciousness has such an important 

component then how can it be claimed that a similar 

component is not also crucial for a supposedly conscious 

machine? Indeed, from the approach of the evolution of 

consciousness, it can be seen that without such a component 

of „inner self‟ such a machine would at best be a zombie. It 

would have no experience of any internal „mental‟ activity. In 

the usual sense of the word, in other words it would not have a 

mind. To use such a finer sense of the word „conscious‟, then, 

would not allow us to term a machine without such an inner 

self a „conscious‟ machine. We conclude that such a „bit on 

the side‟ is essential for a machine to be properly called 

„conscious‟. Hence there arises the relevance of this paper to a 

Symposium on Machine Consciousness. It should be added 

that following the evolutionary track to attention will allow us 

to see how a hierarchy of consciousness can be defined, 

although with considerable weakening of the meaning of the 

term „conscious‟.  

In order to attack this question of the existence of an inner 

self through evolutionary development, we will explore how 

the process of attention could initially have been at a very 

primitive level of control, enabling lower animals to single out 

possible prey but without any necessary consciousness of the 

relevant stimuli. Such could be at the level of a crocodile, a 

mean predatory machine but one with little beyond its ability 

to launch a rapid attack on its prey. 

We need to understand how this primitive attention 

control system could have been improved by addition of a 

working memory storage system, so allowing the resulting 

attended stimulus to be held for enough time to enable some 

form of primitive reasoning. At a further stage (or in parallel) 

of evolution, goal biasing could have been added to the 

primitive attention control. Finally the use of an attention 

copy signal would then allow more efficient processing by 

preventing distracters from getting in the way, as well as 

speeding up the overall process of attending to a given 

stimulus. 

The resulting levels of sophistication of attention control 

are recognisable in lower animal species. Most crucially for 

ourselves, the highest and most sophisticated attention system 

has an important role for attention: that of speeding up 

attention to a target, and of reducing errors in attending to that 

target.  A similar functionality of consciousness (as improving 

attention movement and reducing errors from distracters) 

could thereby become clear from this point of view, and leads 

to the non-triviality of consciousness as part of the most 

sophisticated attention control system of all species [5]. We 

need to explore this sophistication, and hence expose a 

possible mechanism for the creation of the inner self, in terms 

of the possibility of dividing consciousness into a functional 

and a phenomenal component. 
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In order to achieve such an interpretation of consciousness, 

we must consider how we can define attention so as to expose 

a more sophisticated level than that of the crocodile 

mentioned earlier or even that of the animals we have around 

us constantly, such as cats or dogs, or in the countryside the 

sheep, cows and horses which are the backbone of the farming 

economy. 

That we begin to do in the next section, where a 

progression of control models of attention is introduced. It is 

on the basis of this sequence that we can conjecture as to a 

possible evolutionary progression of the detailed structure of 

attention, and most particularly how attention, regarded in 

enough detail, could contain in its interstices the glimmerings 

of consciousness which flower into full adult consciousness as 

an infant grows up. It is in these interstices that we must 

attempt to discover the more detailed structures which may 

exist in consciousness, and in particular if there is a natural 

separation of the overall brain architecture to allow us to 

recognise the possible two components of functional and 

phenomenological consciousness. At the same time we will 

lay the foundation for an approach to consciousness which 

also lays a basis for that to machine consciousness. For if we 

can describe consciousness in terms of a possible neural 

architecture then we can begin to explore how to implement it 

in a machine.  

We start, therefore, in section 2, with a brief survey of 

attention as one of the simplest control systems, that of 

ballistic control, and a description of how such a simple 

control system can gradually be expanded to incorporate even 

more sophisticated neural architectures. In the following 

section 3 we analyse how this expanded structure can be 

expanded even further so as to be able to make attention even 

more efficient. It is this final architecture that we consider, in 

section 4, as that inside which it may be possible to observe 

the creation of consciousness, and especially of the inner self. 

In particular we conjecture that the separate components of 

phenomenal and functional forms of consciousness can exist, 

each playing their role in ensuring that consciousness is 

functionally as efficient as it can be in controlling the 

movement of attention and in allowing the attended stimulus 

representations to be attended to and processed to a higher 

level for cognitive actions to be taken. In section 5 we present 

evidence for such a view from brain imaging. We conclude in 

section 6 with a brief return to Darwin and his evolutionary 

ideas, and to the problem of consciousness in machine 

consciousness.  

2   ATTENTION BEGINS 

At the lowest level, attention is to be regarded as a filter on 

inputs to the brain, discarding those of no or insufficient 

interest and concentrating on those which are crucial to the 

survival of the animal containing the faculty of attention. At 

this lowest level, attention acts as a ballistic type of controller, 

in the manner of that done by a rifle in the hands of a sniper. 

They know their target, and will take aim so as to be able to 

send a bullet winging accurately at their target stimulus. In the 

case of attention at the ballistic level, a similar target stimulus 

is chosen by the attending animal, and its activation in the 

animal‟s brain is amplified to the detriment of activations 

arising from distracters around in the animal‟s environment. 

This process is clearly effective for an animal such as the 

crocodile and many others. It can attend closely to its prey and 

in so doing make its moves toward such prey more effective. 

There may be elements of the environment that get in the way, 

such as objects that need to be navigated round in order to 

reach its prey. In these cases the animal may be able to switch 

its attention momentarily to such objects, so as to move 

around them efficiently.  

This clearly requires both an ability to possess control over 

attention in a so-called top-down manner, where the goal of 

the attention system has been set up from the start of any 

search process, as well as in a bottom-up manner. In the latter 

attention is able to be switched rapidly from one object to a 

new one which has unexpectedly arisen in the animal‟s 

environment. These two forms of attention (usually termed 

endogenous and exogenous, respectively) can be fused 

together if we consider how the bottom-up form can excite 

higher brain systems and temporarily act as a top-down goal 

[6].  

In evolution there may have been first a development of a 

saliency map, to automatically pick out the most salient inputs 

in a scene. This would have been most relevant to exogenous 

attention control. The saliency map would have been very 

likely sited at the top of any visual processing hierarchy, and 

migrate upwards as the processing hierarchy evolved. In 

evolutionary time there would have been expansion of the 

processing hierarchy to develop ever more efficient 

processing of features (especially in vision). Ultimately the 

salience map could have migrated to the top of the processing 

region. It could then have become, with the evolution of a 

primitive form of working memory, a storage site for goals. 

There could thereby have evolved the ability to possess top-

down goal-driven attention. At the same time exogenous 

attention, always of great survival importance, could have 

evolved to have fast access to the goal-driving sites (as 

observed in numerous studies [7 Fox et al], or more directly 

access and replace any top-down attention goal. 

Having a ballistic form of attention allows an animal to 

exist more efficiently in a crowded environment. However it 

does not provide a very efficient mechanism of survival, since 

events occur over time, and if the memory of the attended 

stimulus disappears too quickly the attended stimulus activity 

in the animal‟s brain cannot help in the survival game. To get 

over this it is necessary to add a short-term memory (of a few 

seconds) to hold the attended stimulus activity in the animal‟s 

brain. Having such a short term memory (STM) clearly grants 

better survival chances to the animal as a result of being able 

to hold in memory a target either as prey or predator. Thus we 

reach at this point the extended ballistic attention model, as 

described for example in [8].  

Such an extended ballistic control model has strong neuro-

scientific support. The ballistic model proper has been 

observed by brain imaging in monkeys and humans [9; 10; 

11]. The existence of an STM as a further component in the 

extended ballistic model has been observed also by brain 

imaging [12]. Its extension to the more complete working 

memory involving both frontal and parietal lobe activity 

(corresponding to goal holding in the former and STM in the 

latter) has been documented in many experiments. 
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We thus see that at least in present living animal species 

attention plays an important role. It has a set of levels of 

neural architecture that may be delineated as follows: 

Level 1: Purely externally-driven attention, with a salience 

map leading to attention amplification of any target activity; 

Level 2: Purely ballistic attention (both externally and 

internally driven), with only a short level of activity 

corresponding to the attended stimulus activity being present 

in the animal‟s brain. Such target-based activity could arise 

originally from a bottom-up target (as at level 1), or from a 

top-down (possibly long-term memory-based) target, so that 

this second level involved a competition for directing 

attention between the outside world and the inner brain 

environment; 

Level 3: Extended ballistic attention, with an STM holding 

the activity; 

Level 4: Doubly extended ballistic attention, with a goal 

being held over an extended period as well as the brain 

activity of the attended stimulus being held in an STM. 

It is these four levels which we should be able to recognise 

in differing living animals, with the higher levels being 

present in higher-level animals. To also relate them to the 

evolutionary scheme of living things will be more difficult, 

due to the lack of soft tissue tracings in fossil brain remains. 

Thus, since only fossilised brain structures are available, only 

overall shapes of brains and their sizes will be available in the 

fossil domain. Living animals do provide some help in such a 

search, however. 

3   IMPROVING ATTENTION 

Attention is clearly a control system, from the evidence we 

have given above and from many other results presented both 

behaviourally and from brain imaging. Modern control theory 

has moved on considerably from ballistic control, however, as 

evinced by the many groups working in advanced control 

methods as applied to the control of industrial plants as well 

as to very complicated systems such as airplanes. In particular 

those which give a decided advantage to the system 

employing them might be expected, by Darwin‟s ideas of 

competitive evolution between species, to give such an 

advantage to a species employing them that such advanced 

control methods, arising from a mutation, would have been 

preserved in the competitive world.  

   Such a process has already been suggested as occurring in 

motor control by the brain [13]. Here the most important 

advance observed is that of the use by control systems of a 

predictor of the effects of the control action. This prediction is 

created by use of a copy of the motor control signal itself, by 

what is called a corollary discharge or efference copy of that 

signal. Such a predictor allows for two important features to 

be added to the control repertoire:  

1) To correct for errors that might have arisen from the control 

signal so that these errors can be corrected early on, before a 

possibly incorrect target is reached, but after the control signal 

has been sent out (something clearly impossible in a ballistic 

control system); 

2) Removal of distracters from possible attention, partly so as 

to avoid errors of target attention choice (as in 1)) as well as to 

prevent distracters from possibly accessing any STM or 

working memory sites so as to cause distraction in later use of 

attended brain activity. 

The reason 2) involves us with the important question as to 

why attention? Having filtered out all but the attended 

stimulus content in the brain what is to be done with the 

resulting activity? It is expected to be coded at a very high 

level, but the use of an STM promotes efficiency if further 

processing is to occur. It is indeed such further processing, 

using the attended stimulus activity, that we consider (and 

know from our own experience) occurs in our brains. 

Activities such as thinking, imagining, reasoning and forming 

word sequences (or giving them meaning) are such activities. 

In particular since attention is heavily involved in these 

processes then we expect that it is the attended activity that is 

itself being employed in these high level activities. 

   The extension of attention by addition of a corollary 

discharge component was suggested in 2000 by the author [5] 

in the CODAM (for Corollary Discharge of Attention Model) 

CODAM was developed over the last decade in numerous 

ways, as in exploring the more detailed dynamics of attention 

control, of simulations of relevant experiments, and of 

exploring the nature of conscious experience as based on the 

CODAM approach [8; 14].  

We present in figure 1 the overall architecture of CODAM, 

together with a specification of its components in the caption. 

 

 
Figure 1. The Basic CODAM Architecture 

Input enters the „IN‟ module (possibly a hierarchy of neural 

modules), and attention is focussed on it to achieve its 

amplification, from some source of bias (bottom-up or top-

down). The amplified activity is sent to a report module, 

acting as an STM for later processing.  

The added module beyond the doubly-extended ballistic 

model is that of the STM for the corollary discharge of the 

attention movement control signal, termed in figure 1 the 

„owner‟ module. The purpose of this further module is to 

provide the corollary discharge signal to be used for error 

correction and distracter removal on the input signal of the 

amplified representation of the attended target stimulus. This 

architecture is considered as the final stage in the evolution of 

consciousness as it arose in humans. 

 

We thus reach a 5-stage developmental menu for the 

evolution of attention in animals. The fifth level corresponds 

to the addition of a corollary discharge of attention movement 

to the doubly-extended ballistic model at level 4. It is inside 

this hierarchy of attention control architectures, and especially 
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at the fifth level, that we must understand how consciousness 

could be created. 

We will justify the use of our evolutionary approach so as 

to be able to separate out the phenomenological and functional 

components of consciousness. It is to that purpose we now 

turn. 

4 CREATING THE INNER SELF 

The CODAM model assumes that there exists some 

module, denoted „Owner‟ in figure 1, which allows for a brief 

holding in short term memory of the corollary discharge 

signal. As assumed for report by means of the well-supported 

visual short-term memory (VSTM) acting as a receptacle for 

report of the content of an incoming target stimulus, so it is 

assumed that the content of the corollary discharge short term 

memory would also be available for similar report, although 

possibly for a briefer time. However the presence of the 

ownership signal of the corollary discharge of the attention 

movement signal gives this signal the only content, that of 

„ownership‟ of the about-to-arrive visual stimulus into report 

of that content. There can be no other nature of the experience 

generated in the corollary discharge short-term memory, since 

the activity in that site is supposed not to be connected to 

lower level feature components enabling the stimulus activity 

to acquire content. Thus the owner activity is content free. But 

yet it possesses an experience of ownership due to the control 

it exerts over the access of the attended stimulus activity to its 

content report stage in the VSTM. Such control is assumed to 

consist of inhibition of possible distracters and amplification 

of the site for activation of the code for the attended stimulus. 

The implication of this content-free but owned experience 

is that it can tentatively be identified with the „inner self‟ of 

Western phenomenology of Husserl, Merleau-Ponty, Sartre 

and many other philosophers. Although these all had different 

detailed ideas on the inner or pre-reflective self they were all 

united as to its existence. The inner self has since been teased 

out more fully in detailed studies by [3] and by continued 

work on the process of loss of this content-free experience in 

schizophrenia [15; 8]. 

As originally proposed by Husserl [16] there is a specific 

timing sequence for the emergence of a conscious experience 

of content. This was supposed to be in three stages: 

Pretention → Primal Impression → Protention 

Each of these three stages was distinct: pretention arose at 

the early stage of the consciousness creation, the primal 

impression was that of the content of the attended stimuli, and 

protention involved a buffered memory of the experience. 

We have earlier [17, 18] described how CODAM can 

explain these three temporal segments of the emergence of 

consciousness. Pretention is to be considered as the stages and 

associated experience involved in the creation of the attention 

feedback signal, the related corollary discharge activity and 

attention amplification of visual cortical activity representing 

the attended stimulus. The primal impression is the emergence 

of the amplified attended stimulus activity onto its buffer 

working memory for general report round the brain. Finally 

the protention period involves the continued but decaying 

activity on the buffer working memory site, the VSTM. Such 

a division of the dynamic activities in CODAM is a natural 

one, and fits nicely with the results of the experiential 

explorations of Husserl and his colleagues.  

We can modify the temporal flow of experience from the 

above three component sequence so that the early processing 

under the heading of „pretention‟ is now put under the 

different heading of „ownership‟.  Such ownership involves 

the detailed control processes (inhibition and amplification) 

proposed for the corollary discharge signal and claimed above 

to have been observed in various paradigms [19; 20; 21]. 

In a manner similar to that in which the external world 

attains a constant form by means of the eye-movement 

corollary discharge [22], so we can expect that the ownership 

experience, that of the „I‟, can be kept constant by means of 

its attention corollary discharge signal. This would thereby 

lead to what can be termed the „Constant I‟, which is as 

directly experienced by each of us as we move through the 

world. The exact mechanism for this constancy is still unclear 

in the case of the external vision of the world (see [23] for a 

very recent discussion on this). In a similar manner we cannot 

conclude on a specific mechanism for the constant I. However 

we can expect there to be a close analogy between these two 

mechanisms from the analogy of the existence of the two 

corollary discharge mechanisms, the first for retinal 

movement and the second for attention movement. 

In terms of the title of this paper, we can consider the 

period of attention involving the early dynamical activity, say 

from 180 – 400 msecs, as that involved in the phenomeno-

logical component of consciousness, whilst the further activity 

associated with holding of activity on the STM, with 

associated lower level features, as that of the functional 

component. Only the combination of the two will lead to 

consciousness itself, the earlier ownership activity being 

necessary to answer Nagel‟s question and give a sense of the 

experience of the activity gaining access to the STM in the 

functional phase. However from the CODAM viewpoint, it 

can be clear that all the above activity, in both the early and 

later stages, has important functions to play in the creation of 

consciousness itself. 

5  EXPERIMENTAL EVIDENCE: The N2pc & 

the SPCN ERP SIGNALS 

The corollary discharge component has been detected in ERP 

investigations of the dependence of the N2pc on masking: 

both forward and backward masking has been employed to 

study the effect on the N2pc [24]. The paradigm employed in 

[24] used a pair of coloured letters or digits, each presented 

for 100 msecs on either side of fixation (one digit and one 

letter were used at a time). The target character for detection 

had a specific colour, with one of the two characters presented 

having this colour, the other being the other colour (pink and 

green were the two colours employed). Immediately 

afterwards a second set of similar characters was presented for 

the same period, to act either as a backward mask or 

alternatively as a target, with the earlier pair of letters then 

functioning as a forward mask. In the no-mask case only one 

pair of letters was presented, with a blank screen for the 

second stimulus. The colour for a character category (letter or 

digit) was held constant for a given subject. 
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Figure 2. TheN2pc and SPCN as detected in [5]. 

The figure shows the N2pc (at 180-281 msecs) and the SPCN 

(at 301-900msecs) as observed in [24] (figure 3 of [24], 

permissions to be obtained).  

 

The results of the experiment of [24] are given in figure 2, 

which shows there is an absence of any change of the N2pc 

caused by masking. Thus we can conclude that the N2pc (at 

least in the paradigm of [24]) is involved in focussing 

attention onto the relevant position in space for further 

processing to occur. In the masking paradigm used in [24] 

there was also the need to inhibit the distracter either coming 

just before (for forward masking) or just after (for backward 

masking) the target itself at the same position in space. 

An important further component of processing, the SPCN, 

was observed [24] in the ERP signal over the period of 300 – 

900msecs after stimulus onset, as shown in figure 6. The 

SPCN was longest for backward masking (from 300 – 900 

msecs post-stimulus), shorter for forward masking (lasting for 

300 – 700 msecs) and shortest for no masking (300 – 500 

msecs). It was proposed by the authors that the SPCN 

reflected the presence of processing of the target and its mask 

(in the same hemisphere) inside the Short Term Memory 

(STM), this processing being shortest for the no-mask events. 

The dependence of the length of this processing indicated that 

the processing arose from removal of the distracter stimulus: 

this removal was more difficult for the backward masking 

case, less difficult for the forward mask and least difficult of 

all in the no mask situation. 

The negativity aspect of the SPCN corresponds to removal 

of distracters, as does the N2pc at an earlier stage. Such 

inhibitory character of the N2pc has been proposed by 

numerous investigators [25; 26]. The distracters during the 

SPCN have penetrated the visual STM, as shown by 

continued activity of the SPCN, especially for backward 

masking. But then a corollary discharge of the attention 

signal, carrying attention goal information, must have been 

sent to the working memory module to provide suitable goal 

information in the STM. Such goal information is that of 

removing the distracter character activity in the VSTM in 

preference to that of the given target. The time during which 

the SPCN is acting appears appropriate for such processing in 

the working memory module (several hundred mille-seconds), 

with identification of this working memory site with the Short 

Term Memory site considered in [24]. 

We support this identification of the SPCN with a 

component of the corollary discharge by considering relevant 

details of the results presented in [24]: the SPCN carries a 

signature of the goal of the paradigm, as indicated by 

differences between the various temporal durations of the 

SPCN as correlated with the difficulty of the masking 

conditions and discussed in [24]. The SPCN involves goal-

biased information in the parieto-occipital regions, as shown 

by SPCN activity being detected by MEG there [27]. Such 

information would arise from the intra-parietal sulcus/superior 

parietal lobe (IPS/SPL) source of the attention control signal 

[9] or directly from the goal module in prefrontal cortex, in 

prefrontal cortex/frontal eye fields (PFC/FEF) [9, 10, 11]. In 

either way we conclude:  

The SPCN signal of [24] carries appropriate corollary 

discharge activity of attention movement.  

It is possible to check the above by determining the 

correlation of the SPCN with the SPL/IPS and PFC/FEF 

activity. It would also be important to use Granger causality to 

show the causal flow of activity from the SPL/IPS or 

PFC/FEF sites so as to demonstrate that the SPCN, as a 

corollary discharge, is definitely arising in a causal manner 

from these latter sites; such data is not presently available. 

The recent results obtained by using MEG [27], as noted, 

demonstrate that SPCN activity is sited in occipital and 

parietal regions of cortex, with the former expected to be 

involved in detail needed for the higher area activity in 

parietal. The latter will correspond both to the VSTM activity 

and to that of any maintenance sites. It is important to find any 

change in that distribution of activity, as seen by MEG, if the 

original masking paradigm in [24] were to be used. For such 

distracter activity is expected to be an important signature of 

any corollary discharge signal. 

6  DARWIN & CONSCIOUSNESS IN 

MACHINE CONSCIOUSNESS 

In conclusion, we have shown how, through an evolutionary 

approach to the attention architecture in the brain, we can 

build up a picture of how consciousness itself evolved, and so 

begin to justify Darwin‟s claims which he developed more 

fully in [1]. This justification clearly needs far more work to 

fill in the many gaps, in particular the nature of possible 

conscious experience possessed by the numerous animals 

known to possess some form of attention control. It could be 

said that even possession of a form of extended ballistic 

attention control could lead to functional consciousness: the 

activity of those attended stimuli reaching their relevant STM 

would be available to numerous higher level modules that 

could be conjectured to be able to carry out such functions as 

thinking, reasoning, etc. However such consciousness could 

not be claimed to possess any inner self, so would be without 
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phenomenological consciousness, unless there was an 

attached corollary discharge attention control signal. 

Earlier it was noted that machine consciousness requires 

some form of consciousness as seen at the human level. 

Through our evolutionary approach, we have begun to be able 

to split consciousness into at least two parts, as would agree 

with [28] in the two forms, active and phenomenological 

(„access‟ and „phenomenal‟, in Block‟s terminology). Thus we 

can consider the similar possibility for machine 

consciousness. A lower level of such consciousness could be 

claimed for the functional form, arising solely in the STM and 

without any inner self to act as owner of the conscious 

experience. On the other hand it is possible to make more 

efficient this conscious experience in an owner-controlled 

manner by going the CODAM architectural route. In the latter 

case machine consciousness is expected to be more efficient 

than the lower level, functional-only, consciousness.  

The answer to the title of the paper is thus that 

consciousness can thereby be divided, along the evolutionary 

route to CODAM. Without a corollary discharge of the 

attention movement control signal then there will be no owner 

of the conscious experience, so there will actually be no such 

experience per se. However such a lower level of 

consciousness, essentially that of a zombie, could well enable 

an animal to survive very effectively in a suitable 

environment. Such may be the situation of the cows, horses, 

sheep, cats and dogs mentioned earlier: they may not have a 

corollary discharge signal so no ability to experience what 

they are functionally conscious of. But that is an empirical 

question which can be properly determined, if correct, by 

careful and extended experimentation. 
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Abstract.  Some AI futurists are predicting a ‘technological 
singularity’ when artificial super-intelligence, or ‘AI++’, as 
Chalmers has called it, [1] explodes onto the scene. There are 
many reasons to be sceptical about the ‘explosionist’ scenario.  
Yet the notion of artificial super-intelligence appears to be 
relatively intelligible, as a projection from current the current AI 
state-of-the-art, and as a gradually emergent process, if not as a 
singularity.   

In this paper the explosionist position and the notion of 
superintelligence are considered, in the context of MC research.  
Suppose AI++ were to come about:  would real MC have then 
also arrived, ‘for free’?   Does the idea tempt you, as an MC 
investigator? 

A number of interconnected questions are addressed:  What 
are the various positions that might be adopted on the issue of 
whether an AI++ would necessarily (or with strong likelihood) be 
a conscious AI++?   Would a conscious super-intelligence also be 
a super-consciousness?  (Indeed, what meaning might be attached 
to the notion of ‘super-consciousness’?)  What ethical and social 
consequences might be drawn from the idea of conscious super-
AIs or from that of artificial super-consciousness?   And what 
implications does this issue have for technical progress on MC in 
a pre-AI++ world? 

 
 
1   INTRODUCTION 
 
Certain tech-enthusiast circles have become increasingly prone to 
proclaim the coming of the ‘Technological Singularity’ or 
‘Superintelligence Explosion’, an event where artificial 
intelligence will come to match and then rapidly overtake levels 
of human intelligence [1-8]. The Singularity Institute for 
Artificial Intelligence, based in San Francisco, welcome this 
event and indeed seek to hasten it.  Superintelligences will, they 
believe, solve global problems like cancer, AIDS, world hunger, 
etc. [9] The fact that such a development might be one which 
should be discussed democratically across world communities, to 
be fair, does not seem to have great weight with the members of 
this institute, or at least it has not dampened their social-
engineering zeal [10]. 

Leaving aside the ethics of going for broke on the singularity 
in such a single-minded way, what reasons can be given for its 
likelihood, or even its imminence? The dynamic of the 
development of super-intelligence is usually seen as being based 
on the combination of a number of factors.  Two major such 
factors include: (a) the ability of machines to take a progressively 
more active role in their own improved design; and (b) the 
inherent tendency for key technology measures (e.g. number of 
transistors on a given surface of silicon, processing speed, 

lowering of cost in production of components, etc.) to double 
every 18 months to two years – variants of Moore’s Law [11]; 
[5].   It is argued (see [1], for example) that such factors, taken 
together, may produce an eventual explosion in super-AIs.  
However, even without such an ‘explosionist’ scenario, there is a 
strong possibility that future AI-technologies may incrementally 
progress over many decades or centuries from the rather limited 
levels of intelligence broadly shown today, to levels which far 
surpass human intelligence at some deep future time.   

In his recent extended study of the Singularity, Chalmers uses 
the term ‘AI+’ to refer to agents whose intelligence exceeds that 
of average humans by just a little, and ‘AI++’ to refer to agents 
whose intelligence levels are to human levels rather as human 
intelligence is to rodent intelligence [1]. (I use the terms ‘super-
intelligence’, ‘super-AI’ and Chalmers’ term ‘AI++’ more or less 
interchangeably in what follows.)   Chalmers claims that one may 
reasonably predict that AI+ may be achieved at some point in the 
not-too-distant future.  He further predicts that once AI+ is 
obtained, AI++ should occur not too long afterwards.  One 
possible argument in favour of the second prediction is this:  if 
AI+ has been successfully produced, then it is plausible that such 
AI+ agents should be able to produce improved versions of 
themselves – after all, they were produced by beings less 
intelligent than them, namely humans (and other AIs).  A process 
of recursive self-improvement would thus seem to be a reasonable 
scenario.  Moreover, if some Moore’s Law-style technological 
acceleration were to operate, then each successive wave of self-
improvement would take a shorter time than the previous one, so 
that the emergence of AI++ might occur in a relatively brief, 
indeed explosive, period of objective time after the appearance of 
AI+.  Even without such an explosive time-scale, the necessary 
recursive self-improvement process may take place on a longer 
time-scale, more amenable to human observation and control, 
perhaps. 

 
 
2   THE DROP-OUT QUESTION (DOQ) 
 
It is tempting to dismiss the singularity or explosionist scenarios 
as entirely baseless. But it would be ill-advised simply to turn 
one’s back on the subject.  In view of the fundamental change in 
human history (perhaps indeed in evolutionary history) that a 
super-intelligence explosion might bring about, were it indeed to 
occur, we need to think as clearly as possible about its 
implications, in the event of its actuality.  Also, quite apart from 
its far-reaching social impacts, the possibility of AI++ has 
important theoretical ramifications.  Indeed, as shall be argued 
that, from the point of view of the Machine Consciousness (MC) 
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community, the possible advent of super-AI brings into profile a 
number of intriguing issues about the status of MC. 1   

One such issue may be called the ‘Drop-Out Question’ 
(DOQ).  Suppose one or more super-intelligences were to come 
into existence roughly as predicted by Singularity apostles.  (For 
reasons given below, a lot of work may have to be done in 
specifying certain details in the description.  For example:  How 
generalized in scope would their intelligence be? How narrow or 
wide a conception of intelligence would be exemplified by such 
superintelligent beings? Would the intelligence be accompanied 
by other mental properties, particularly consciousness?  And so 
on.  But for now, let us leave such details undetermined except 
where needed to progress the discussion.)    

What about the consciousness of super-AIs?  One possibility 
is that super-AIs would necessarily be conscious beings.  An 
alternative possibility is that they would be super-smart, 
environmentally adaptive, highly powerful, zombies – that is, 
cognitively high-functioning, but totally without conscious 
awareness (in the sense of ‘phenomenal consciousness’, at least).  
A key question is:  Would consciousness simply drop out of the 
development of AI++ ‘for free’, as it were, as a kind of natural 
concomitant of the comprehensive high-grade cognitive 
capacities of such agents?  Alternatively, would there have to be a 
particular kind of design constraint built into the specification of 
super-AIs to ensure that such beings were not just super-smart but 
also had (at least) the same degree of self-awareness or ‘what-it-
is-likeness’ that humans have?  Or would it indeed be the case – 
as many AI-sceptics have claimed – that no purely AI project 
could generate genuine qualitative or phenomenal awareness (as 
opposed to behaviour which simulates such awareness), if based 
simply upon a progression from present-day computational 
hardware and software technologies?   

(A caveat.  Of course the progression to super-intelligence 
may involve the development of some quite novel technologies 
completely unknown to us at present, or it may essentially involve 
major developments in technologies that are currently known but 
that exist today only in highly embryonic forms –  such as 
biocomputing, quantum computing, synthetic biology, and so on.  
We will concentrate on the possibility that the production of 
super-intelligence simply develops on current computational and 
robotic techniques, but in ways that are vastly improve on current 
achievements in terms of performance, efficiency, design, etc.) 

For now let us focus on the possibility that super-intelligence 
may automatically bring consciousness ‘for free’, as it were.  
How might we evaluate such a possibility?  The DOQ, it is 
suggested, provides the opportunity to reframe certain important 
debates within the MC research community.   Many of the key 
research themes of the present and of other MC discussion forums 
– such as information integration, self-models, neural 
architectures, embodiment, imagination, and so on – can be 
discussed in the context of the DOQ, not in terms of the rather 
limited functionalities of currently achieved bench models, but 
rather in terms of hypothesized ultra-high-performance systems 
which, one assumes, would have all or most of the cognitive 
features of human intelligence (plus maybe some more), and 

                                                
1 Singularity enthusiasts would perhaps be seen by a majority of scientists 
and the general public (to the extent that they are aware of them) as a 
bunch of messianic, glassy-eyed techies.  It might be reflected, with not a 
little irony, that a similar view might well be taken, from those same 
perspectives, of the MC community, especially those seeking to create 
MC instantiations rather than just models! 

whose levels of attainment in those respects far outclassed the 
best human levels.  

The DOQ also highlights another important issue concerning 
Machine Consciousness as a research area.  Is MC, as an 
experimental and theoretical study, something that can be 
considered to be a sub-department of mainstream AI?  Or is it 
something which carries a special set of performance-criteria or 
success-criteria, in that it targets, not (just) intelligence, as is the 
case with AI, but also consciousness? 

 
 

3   RESPONSES TO THE DOQ 
 
There many different possible responses to the DOQ.  Here are 
six. 
 
a. Hard scepticism:  consciousness does not drop out from 

super-AI because a comprehensive super-intelligence is 
theoretically impossible using current day AI techniques.  So 
the question of consciousness emerging from super-AIs 
doesn’t arise. 

b. Soft scepticism:  it may be possible to produce a highly 
optimized computational agent displaying super-intelligent 
performance, but such an agent will be likely to be 
completely non-conscious, whatever its performance 
characteristics. 

c. Only functional consciousness can be replicated:  a super-AI 
will have many of the features of functional consciousness, 
but none of that implies phenomenal self-awareness, which 
is what really matters about consciousness. 

d. Novel technologies are needed:  if a super-AI is built using 
only highly optimized versions of current computational 
technologies, then no consciousness could result. To achieve 
artificial consciousness, as opposed to artificial cognition, 
quite different technologies are required, such as bio-
synthesis.   

e. A Chalmers-style conclusion: Phenomenal consciousness 
contingently arises if the right cognitive properties are 
present, which may well be present in a super-AI.  So a 
super-intelligence is quite likely to be phenomenally 
conscious. 

f. A Dennettian conclusion – no sense can be made of 
phenomenal consciousness as a separate kind of mental 
feature.  A super-AI would be likely to have all the 
functional features of conscious awareness that we have, and 
the functional features are all there are to consciousness. 
 

It is likely that people who are sceptical about the likely 
success of the super-intelligence project will also give a sceptical 
response to the DOQ.  The converse, however, is not necessarily 
true.  One may feel optimistic that, given the hypothetical arrival 
of AI++, such super-intelligent agents would instantiate artificial 
consciousness, while being far from confident about the likely 
emergence of AI++. 

Option (c) – that super-AIs would instantiate functional, but 
not phenomenal, consciousness – is likely to be favoured by 
someone who sees the development of comprehensive 
intelligence of a kind that could assist the emergence of AI+ or 
AI++ as necessarily going hand in hand with certain functional 
features of consciousness, such as the development of a unified 
self-model [12-14], or of a self-aware global workspace system 
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for phenomenal awareness or conscious deliberation [15-18].  
Many MC researchers are thus perhaps likely to agree that 
progress towards AI+ and AI++ is best served by pursuing 
cognitive models that incorporate the best results from MC. 

The general thrust of much MC research may thus suggest the 
following broad response to the DOQ.  The development of 
intelligence in humans and other animals is closely associated 
with the parallel emergence of sophisticated forms of awareness.  
These forms of awareness are perhaps to be explained in terms of 
self-monitoring systems, or the possession of rich self-models, or 
in terms of abilities for offline imaginative scenario exploration, 
or information integration, highly optimized attention 
mechanisms, and so on.  On this view, rather than consciousness 
dropping out ‘for free’ from a super-intelligence system, the 
development of robust and realistic models of intelligence of the 
sort needed to achieve AI++ performance levels would in turn 
have to be informed by robust and realistic models of 
consciousness.  This would be so, it might be argued, because 
(toy systems apart) consciousness and intelligence must 
necessarily go hand in hand.  So rather than being able to wait for 
super-intelligence engineers to do their work in order to see the 
development of artificial consciousness, consciousness engineers 
and super-intelligence engineers would really need to work hard 
alongside each other in a cooperative enterprise.  This, then, 
might be one argument advanced by some MC researchers, for 
favouring a bullish attitude to the DOQ. 

 
 

4 FUNCTIONALITY, PHENOMENALITY AND 
THE DOQ 
 
The DOQ is made more complicated by the distinction, 
frequently made, between phenomenal and functional 
consciousness.  Not everyone accepts that this distinction is valid 
– Dennett, for example, denies that there is any notion of 
phenomenal consciousness which cannot be fully understood in 
cognitive terms [19].  However, many workers in MC have been 
more circumspect, at least allowing that there is a theoretical 
distinction between the two (see [20], for example), but arguing 
that, a sufficiently rich model of functional consciousness would 
automatically bring phenomenal consciousness in its wake.   

To accept such a functional/phenomenal distinction may be 
conceptually hazardous, however.  Recognizing the distinction 
seems to imply that it would be possible, at least in principle, to 
have a system, or agent, which was functionally consciousness 
but not phenomenally consciousness. But such a possibility may 
be as incoherent as thinking that the Cheshire Cat’s grin could 
persist when the rest of the cat had disappeared.  It could be 
argued that a system or agent that was ‘only functionally 
conscious’ (and not phenomenally so) would not be a conscious 
system or agent at all.  Thus, it might be said that, without the 
‘what-it’s-like’ of phenomenality there would be no experiential 
awareness, and hence no reason to consider that consciousness 
was present at all in the agent.  It should be made clear that such a 
position could accept that a (phenomenally) non-conscious 
system could have much (maybe even all) of the functionality of 
consciousness, while still being non-conscious per se.  So this 
view would still accept that there are functional features to 
consciousness on the one hand and phenomenal features on the 
other, and that the former may exist in a system without the latter, 

while still asserting that a system in which only the functional 
features were present would not be a conscious system as such. 

To distinguish in this way between having functional 
consciousness and having the functionality, or the functional 
features, of consciousness may seem to some like splitting hairs, 
but to others it may seem all-important.  At the very least, it 
seems to have important ethical consequences.   Many people 
would agree that it is the phenomenal features of consciousness 
rather than the functional ones that matter ethically.  We would, 
or should, care about how we treated a system with phenomenal 
features of consciousness, or even, perhaps, whether to bring it 
into existence ([12,13, 21]) but there is no such obligation to care 
about how we treated a system with only functional features – so 
the argument would go. 

We will discuss the ethical aspects of MC below, but for now 
let us note that bringing in this ethical consideration imparts a 
keener edge to the DOQ question.  In asking whether 
(phenomenal) consciousness will simply arrive ‘for free’ with a 
super-intelligent agent we are, it may be insisted, asking whether 
a super-intelligent agent would have the kinds of properties of 
consciousness that were ethically relevant to how we were 
obliged to treat it (and perhaps how it ought to treat us).   

To see how complex and subtle the relationship is between 
functional and phenomenal aspects of consciousness, consider a 
concrete hypothetical case:  an imaginary artificial system which 
reproduces the functionality of the McGurk effect [22].  If people 
hear a recording of someone saying ‘big’ and at the same time a 
video of some lips mouthing ‘gig’, they are likely to report that 
they heard (and saw) ‘dig’.  It should not be too difficult to build 
an artificial system that replicates that response. In the case of the 
human undergoing the McGurk effect, there is not just a third-
person observable response but a first-person phenomenal 
experience which is being supported.  What about the artificial 
system?  

In order for phenomenal consciousness to be attributable to 
such a system, it is surely not sufficient for it to reproduce a 
specific human discriminatory behaviour that evidences the 
occurrence of certain ‘qualia’ when that behaviour occurs in the 
human subject:  some much more complex global or architectural 
conditions must obtain. One of the key goals of MC research is, 
presumably, to try to work out what these global, architectural 
conditions for phenomenal consciousness are, rather than just to 
reproduce relatively specific, isolated instances of ‘qualia’ such as 
those experienced by people subject to the McGurk effect.  As 
Tononi has remarked, ‘Phenomenologically, every experience is 
an integrated whole...’ [23].  So the human subject’s phenomenal 
experience of the ‘dig’ syllable is a small chunk of the overall 
experiential manifold that the subject is undergoing at that 
moment.  It is the integrated nature of this experiential manifold 
that gives it the phenomenological quality that it has (maybe in 
conjunction with other global features). A dedicated artificial 
phoneme recognition system has no complex experiential 
manifold: it only registers a limited set of speech sounds.  It is the 
overall cognitive or information architecture of the human 
experiential system that enables it to be a centre of phenomenal 
experience.  (Perhaps some defenders of the distinctiveness of 
phenomenal consciousness will want more – but at least this 
should be admitted by them, surely.) 

Summarizing the points from the above discussion, any 
answer to the DOQ, should, we suggest, take cognizance of the 
following:   
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A. The possibly tempting position that a super-intelligent 
agent is bound to have be functionally conscious, even if not 
phenomenally conscious, suffers from the difficulty that 
functional-consciousness-minus-phenomenal-consciousness may 
not be consciousness at all, since it is the phenomenality that 
makes it conscious per se; 
B. One reason why it is important to drive this conceptual 
wedge between functionality and phenomenality in this context is 
that there seems to be an ethical significance to states of 
phenomenal consciousness that are apparently missing in the case 
of merely functional consciousness (discussions about artificial 
consciousness seem to have an ethical ‘bite’ or ‘piquancy’ about 
them that discussions about artificial intelligence lack, or that the 
latter possess, perhaps, only if questions about consciousness are 
thought of as downstream of the discussion); 
C. Almost certainly, the conditions of phenomenality 
won’t be fulfilled simply by reproducing this or that phenomenal 
or qualia-type state in isolation (as in the McGurk effect) but by 
reproducing some broad, global, architectural conditions.  These 
conditions may be broad cognitive-architectural features (for 
example a global workspace architecture [15], or a cognitive 
structure supporting something like Metzinger’s transparent 
phenomenal self-model [12]).  But equally, they may have more 
to do with deep biological, or metabolic, features of the system – 
for example, whether the system is sufficiently like a living 
organism to be dependent upon, or constituted by, a dynamically 
self-maintaining network of processes existing in a far-from-
equilibrium state.  No one can pretend that the debate between 
these two broad options is closed currently; and if the latter 
viewpoint is correct – i.e. if the phenomenality of consciousness 
emerges from these deep-seated bio-functional properties rather 
than merely from cognitive-functional properties, then there 
seems to be little ground for assuming that an AI++ would, 
merely from having a rich set of intelligence-related performance 
characteristics, also develop functional consciousness.  

  
 

5  INTELLIGENCE, SUPER AND NOT-SO 
SUPER 
 
Before one can really assess claims about the emergence of super-
intelligence, or AI++, there are, in any case, a number of issues to 
do with the nature of plain old ‘intelligence’, as we apply that 
term to humans, and possibly to mice.  In a discussion on 
machine consciousness one does not really want to deviate too 
much into core issues concerning AI, but in the present context 
some discussion is necessary.  As we will see, it is of fundamental 
importance to how we view the likelihood of progress in the field 
of MC. 

A strong assumption underlying some of the literature on the 
singularity or the intelligence explosion, is that human and 
machine levels of intelligence can be measured on a single scale – 
and indeed that the intelligence of human and various kinds of 
non-human animals can also be graded in an unproblematic way.  
This may be so, but it can’t simply be taken as read.  For one 
thing, all forms of natural intelligence are found in creatures 
which have a long and interlinked evolutionary history, and in 
which the various skills that are clustered under the term 
‘intelligence’ developed in a relatively integrated manner as those 
creatures coped with various kinds of environment.  Intelligence 
in machines, as it has been studied and modelled in AI over the 

last six or so decades, has not emerged as a result of a natural 
evolutionary process (and the kinds of artificial evolution found 
in A-Life models are, on the whole, relatively simplistic and 
abstract).  This is one evident ground for asserting a strong 
discontinuity between naturally occurring intelligence-features 
and ‘intelligence’ displayed in machine models and agents.   

On the other hand there are clearly some important 
evolutionary discontinuities or specificities in humans – language, 
society, culture, history – that would suggest a strong demarcation 
between what might be called ‘intelligence’ in humans and what 
might qualify for that title in other natural creatures.  This makes 
the idea of any smooth scale of comparison in ‘intelligence’ from 
(e.g.) rodent to human to machine rather problematic. 

Both these discountinuities seem to be disregarded by writers 
on the singularity.  Chalmers, for example, defines ‘AI++’ in a 
way that explicitly appeals to such a continuous scale [1].  Of 
course some broad comparisons can be made:  mice can solve 
maze problems but can’t do calculus, and there are no doubt 
many ‘cognitive’ feats that future computational systems may 
perform which are beyond human capability.  But something 
important distinguishes the intelligence of both a human and of a 
mouse from that of an AI system, at least current AI systems.  
Whereas the intelligence of both humans and mice allow them to 
be pretty-well self-standing in their respective niches, the 
intelligence of any present-day artificial cognitive agent does not 
free that agent from being fundamentally dependent upon human 
support for its continued existence.  Of course this may change if 
the predicted progression to AI+, and onwards to AI++, occurs 
(perhaps a necessary criterion of reaching AI+, let alone AI++, is 
indeed that any agent qualifying for such a title must be more or 
less self-sustaining in this sense).  But there seems to be no 
obvious guarantee that such an independent self-standing status 
will be developed.2  

This relates to another important feature of artificial forms of 
intelligence: the fact that current AIs are usually designed to 
perform a specific set of tasks, and have little or no abilities 
beyond the boundaries of those tasks.  Much work is being done 
on developing models of ‘artificial general intelligence’ (AGI), 
where, instead of ‘islands’ of domain-specific ability, such 
systems will exhibit mainlands of operative capacity [4, 25-27].   
Significant, and interesting, approaches to AGI are being 
developed by some workers who also strongly identify with the 
Machine Consciousness research programme. For example, Stan 
Franklin has developed, with Bernard Baars and colleagues, 
LIDA, a prototype system for modelling general decision-making 
[15,25].  LIDA’s design revolves around the insight that the 
deliberations of any naturally intelligent decision-maker must 
draw upon the resources of that creature’s consciousness.  So a 
good model of general decision-making must, on this approach, 
also incorporate a good model of consciousness (in LIDA’s case 
the Baars Global Workspace model).  Indeed it may well be the 
case that much other work in Machine Consciousness will help to 
progress work in AGI, because of the clear connections between 
functional consciousness and generalized intelligent cognitive 
capacities.  

                                                
2 If an AI+  or AI++ were to be self-sustaining in this sense, it perhaps 
might follow that the latter had its own, intrinsic goals or teleology.  This 
might, in turn, be considered a strong ground for saying that it possessed 
phenomenal consciousness.  But a lot needs to be done to make this 
argument water-tight. 
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Nevertheless the development of really effective generalized 
intelligent decision-makers or agents – whether functionally 
conscious or no – may be fraught with difficulties.  It seems likely 
that any agent that might qualify as an AI++ has to be built 
around a robust AGI model.  If that were so, the likelihood of the 
superintelligence explosion (or its emergence at a more leisurely 
pace) would appear to be crucially dependent upon the success of 
AGI research.  Yet, prototype models aside, no one has come near 
to developing anything that could be taken as a serious practical 
contender for a true AGI at present.   

Moreover, how general need an AGI be to be an AGI?  One 
could imagine a system being developed that had a broad set of 
‘intellectual’ capacities, so that it performed faultlessly and 
seamlessly in many contexts, but which still had serious gaps 
when compared with certain aspects of human performance (or 
even canine or corvid performance).  One might even have a 
system that appeared, when judged against a whole raft of 
criteria, to clearly rank as an AI++, but which, in a minority of 
respects, perhaps, failed miserably.  Some of these areas of 
underperformance may be pretty obvious and therefore 
discountable or remediable (compare a Nobel laureate’s 
ineptitude at practical tasks like driving a car or buying 
groceries).  But some deficits might be subtle and hard to spot – 
and yet may vitiate the judgment or the wisdom of the AI++ agent 
in ways that could have crucial consequences for human destiny.   

This leads to a wider question – what kinds of aptitudes count 
as ‘intelligence’?  The field of intelligence-measurement has been 
plagued by the street-lamp syndrome.  Like the drunk looking for 
a lost set of keys under a light because it was easier to see there, 
psychometricians concentrate on easily-measurable features of 
cognitive fitness, such as deductive or verbal reasoning, focused 
attention, visuo-spatial working memory, etc., while paying 
relatively little heed to what may be crucial, but less operationally 
amenable, features such as appropriate emotional response, 
physical manipulation skills, creative aptitudes, and so on.  The 
kind of bias that is built into the term ‘intelligence’ by frequent 
usage makes people naturally think of skill in chess or 
mathematical problem-solving; yet the sort of embodied, 
empathetic intelligence that is necessary to handle and nurture a 
new-born baby may draw upon quite different kinds of 
intelligence – ones which are far less frequently studied or 
measured.   

An AI++ may, by definition, possess an abundance of skills 
of the first sort, but yet may have dangerously few skills of the 
latter sort.  The notion of intelligence is, plausibly, a cluster 
notion with many different facets. [27] Certainly it would be 
dangerous if an AI++ built on a highly restricted notion of 
intelligence were to be given (or were to take upon itself) the 
responsibility to address the intractable problems of human 
society that humans themselves have been so poor at solving (yet 
it is part of the rhetoric of Singularity apostles that super-AIs are 
could serve as saviours of humanity in just this way [9]). 

For all these reasons, and others, the notion of super-
intelligence is far from straightforward.  There may thus be 
perilous hidden reefs along the channels which lead to the 
development of AI+ and AI++.  Such developments may fail 
because of the inherently vague, multivocal, and inherently open-
ended nature of the notion of ‘intelligence’; and worse, there may 
be no clearly assignable success-conditions to the task of 
achieving artificial ‘super-intelligence’. Nevertheless, while 
showing that predictions about AI++ need to be handled with 

care, they do not show that AI++ is an impossibility – so the 
DOQ still remains a key problem worth considering. 
 
6   ‘SUPER-CONSCIOUSNESS’? 
 
How does thinking about AI++ help us to hypothesize about the 
kinds of artificial consciousness that might emerge?  Let us 
suppose that some form of consciousness (and consciousness, 
indeed, of a phenomenal kind) were to be present in an emerging 
super-AI agent.  What kind of consciousness might this be?  
Would it be ‘just like’ our consciousness in most major respects?  
Or would it be appropriate to say, by analogy with Chalmers’ 
characterization of AI++, that it was as different from human 
consciousness as the latter is from rodent consciousness?  Would 
a phenomenally conscious super-AI have the same kinds of 
‘feels’ as a smart human or would the large disparity in 
‘intelligence level’ mean that the conscious states of the super-AI 
system would exhibit some kind of quantitative, or qualitative, 
difference from human conscious states?  (For that matter, do the 
phenomenal states of a human whose cognitive capacities are 
situated towards the high end of the intelligence distribution differ 
either quantitatively or qualitatively from those of a human with 
scores at the low end?)   

It is thus tempting to talk in terms of ‘super-consciousness’ or 
‘super-experience’ as a state concomitant to super-intelligences.  
But what might such a notion encompass?  Would a super-
conscious being feel pleasures and pains more keenly?  Would it 
have the capacity for a more vivid range of sensory experiences?  
Would such a being be prone to being rocked by far more 
tempestuous emotions than even the most highly-strung human? 
Or would its highly developed intelligence enable it to master 
emotional forces to a greater degree than humans can generally 
do?  Or, by contrast, could it be that the kind of AI++ that is most 
likely to emerge is one which has highly developed cognitive 
powers, but no emotional capacity whatsoever? 

There has been some discussion of the idea that 
consciousness may come in graded levels or quantities, within the 
MC literature.  Perhaps the most general such measure is 
Tononi’s Φ , which equates the degree of consciousness in a 
system with a combination of integration and differentiation in 
the information held by the system [23].  Tononi is explicit that 
artificial systems can have Φ  measures in the same way as 
biological organisms can [28], but has not discussed, in detail, 
whether any future super-intelligent agent would be likely to have 
measures of information integration in excess of human levels in 
proportion to the degree that their intelligence levels exceed  
human intelligence levels.   Seth, who has proposed a measure of 
degrees of consciousness in terms of causal integration, has 
argued that the Φ  measure can be trivialized, as it could be found 
in arbitrarily high amounts in relatively simple systems such as 
fully connected Hopfield nets [29].   

The presentation of Tononi’s Φ ,  and other such measures of 
consciousness , has mainly taken an anthropocentric stance, the 
interest being focused on how to find a systematic way to 
compare human consciousness with that of other biological 
organisms; and by extension how to provide a rigorous way to 
specify the degree to which different machine models or 
instantiations of consciousness may approach human levels.   

Arrabales and colleagues have produced a highly articulated 
and detailed metric, ConsScale (version 2), which perhaps 
provides the most useful elaboration of the multiple facets that 

71



must come in to a full comparison of levels of consciousness 
across the phylogenetic scale [30]; see also [31].  Arrabales et al’s 
Quantitative Score (CQS), calibrated to run, in an exponential 
fashion, from 0 to 1000, has what is termed a ‘super-
consciousness’ measure at its maximum end, but this is described 
in rather tentative terms (being characterized in terms of ability to 
manage multiple streams of consciousness), and does not address 
how the CQS might be adapted to measure levels of 
consciousness and associated capacities in agents with the far 
greater cognitive powers envisaged in Singularity discussions.3 

Clearly there is some interesting future work to be done in 
investigating how far these approaches to measuring or grading 
levels of consciousness (or competing approaches) may be 
explicitly coupled with the AI+ and AI++ scenarios.   We have 
shown that any such speculations need careful qualification and 
discussion in the light of difficulties we have raised concerning 
both the intelligence and the phenomenological aspects.  
Nevertheless there is a real possibility that super-AI agents may 
come to be seen as having enhanced or deepened phenomenal or 
affective capacities which somewhat match its super-human 
intellectual capacities.  (Indeed, such super-AIs, no doubt being 
party to the debate, may elegantly and persuasively insist on their 
own super-conscious levels.)   

If indeed this is so, then a number of uncomfortable moral 
issues come to the fore.  Our present-day ethical systems are 
currently based upon the assumption that every human being is 
entitled to similar consideration in terms of rights to avoid 
suffering and to seek personal satisfaction and fulfilment.  Such 
equality of consideration across the human race is built into moral 
documents such as the 1948 Universal Declaration of Human 
Rights, the 1950 European Convention on Human Rights, and so 
on.  Humanity has generally taken it for granted that such rights 
do not apply to non-human organisms, despite the fact that 
degrees of consciousness are often readily attributed to many 
other biological species. As a moral community, humans do often 
concede that other creatures have some level of ethical status, and 
they do so (at least in part) because of their possession of 
cognitive and phenomenological capacities in varying degrees.  
Because of the variations a clear moral hierarchy is generally 
taken to operate between humans and other creatures, even 
though there is little consensus about the detailed structure of 
such a hierarchy.  . 

So with the advent of AI++ agents it seems that we should, in 
fairness, expect new, higher, layers to be added to that moral 
hierarchy, especially if such beings possess, not just super-human 
levels of intelligence, but also levels of phenomenal experience 
that far exceed human experiential capacities?  Would it even 
have to be the case that the normative principles inherent in the 
best human ethical systems commit humans to conceding that the 
moral interests of super-AIs should take precedence over the 
moral claims of humans?4  It is difficult to see how such a moral 
hierarchy extending beyond humans could be avoided if we are to 

                                                
3  Metzinger [13] has engaged in some imaginative projections on how 
future artificial intelligences may transcend current humanity in 
phenomenological, and moral, as well as cognitive respects.  The present 
discussion is very much indebted to Metzinger’s treatment, but we would 
differ from his approach in key respects. 
4 We do not here raise the even more vexed issue that the super-
intelligences which may be thought to be given moral precedence over 
(normal) humans, might possibly also include cognitively supersized, or 
uploaded, or otherwise enhanced, humans. 

be consistent.  And remember, this may well not just be a 
‘private’ debate by humanity entre nous.   

This is a bleak conclusion.  Humans have been used to 
thinking of themselves as at the top of the pile.  But it seems to be 
an implication of the super-intelligence thought-experiment, at 
least if some kind of super-consciousness were to emerge 
alongside the super-intelligence. But surely there would then, in 
turn, be overwhelming reasons to prevent the emergence of super-
AIs in practice.  Far from such super-AIs being able to solve the 
ills of humanity, super-AIs may well feel justified in subjugating 
humans in just the ways that we humans have, for millennia, 
subjugated other, less intelligent animal species.  Moreover, 
consistency with the dominant human practice of subjugating less 
intelligent animals would require humanity to approve of our 
being treated in this discriminatory way (or else we had better all 
become vegetarians fast!) 

 
 
7  CONCLUSION: CONSCIOUSNESS, ETHICS 
AND SUPER-AI  
 
There are thus some tough, and deep, issues underlying the 
technical work in MC research.    We have used the context of 
current explorations of the idea of a super-intelligence explosion 
not because we are arguing that such an explosion is imminent, 
but because it helps to dramatize some of these deep issues, and 
to clarify some of the options.  What emerges from such an 
examination is that there are several important connections 
between intelligence, consciousness and ethics, in the context of 
AI, past and future.   

Where does Machine Consciousness stand in relation to the 
heritage of AI and cognitive science as the latter has developed 
over the past half-century or so?  Our discussion implies that MC 
research has to be seen as lying at the heart of that heritage, even 
though there may be a temptation for some MC workers to see 
what they do as being somewhat detached and orthogonal to 
mainstream AI research. We would argue that the global, 
architectural models of functional consciousness currently under 
development in the MC community are likely to play a vital role 
in the construction of robust, future large-scale models of 
cognition or of AGI.  In so far as such developments in 
comprehensive or generalized AI are central to the hypothesized 
emergence of super-intelligence, the development of richer 
artificial consciousness models will play a central role in the 
progression towards such super-intelligence (whatever we might 
feel about such an outcome).  This picture stands in contrast to the 
one that might be summoned up on first considering the DOQ, 
namely a scenario in which, during the progression towards 
super-intelligence, somehow, mysteriously and passively, 
consciousness simply arrives ‘for free’ within the package. 

Further, as we have seen, the prospect of a world of super-
smart AI agents clearly raises a number of important ethical 
issues – How will/should we treat them, or they us?  What kind of 
mental properties do we need to assume are present before our 
treatment of them becomes ethically relevant?  How do we detect 
the presence of such properties?  Further, is there an ethical 
hierarchy of treatment or consideration which could include 
humans, various kinds of animals, and various sorts of artificially 
conscious agents, including ones that far transcend current human  
levels?   
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Leaving aside the specific ethical and social impact issues of 
a potential super-AI era, there are clearly some points to be made 
concerning the relation between the study of consciousness in 
both human and artificial agents, and moral questions concerning 
such agents. As already observed, questions concerning machine 
consciousness appear to have an ethical ‘bite’ in a way that 
questions concerning ‘mere’ AI systems do not.  Consciousness – 
at least of the phenomenal sort – ‘matters’ in a way that merely 
functional aspects of mind do not.  One might say (in a way that 
perhaps requires careful qualification) that questions concerning 
the attribution of consciousness have an ethical status that other 
kinds of psychological attribution lack. [32, 33] 

Perhaps this will also help to explain, at least in part, why it 
is, as some have claimed, that MC is very closely associated with 
the field of artificial, or machine, ethics. [34-36]  Clearly, claims 
about the conscious states of artificial agents seem to raise other 
claims to do with how such agents should be treated – that is, 
about their status as moral patients or recipients.  Metzinger has 
suggested that machine consciousness, when properly 
instantiated, would introduce the possibility of suffering in the 
machine agents to which that property applied.  He has gone so 
far as to say that, in virtue of that possibility, and of the resulting 
circumstance of our bringing unnecessary suffering into the 
world, the research activity of MC should perhaps be banned, and 
certainly considered in a morally precautionary light [12, 13].   

There is another important reason why MC and Machine 
Ethics have a close association – why they are, as Wallach, Allen 
and Franklin put it, ‘joined at the hip’ [36].  Consider ethical 
agents, or ‘producers’, in the sense of actors who make morally 
significant decisions and who are deemed to have moral 
responsibilities (in contrast to ethical ‘consumers’ or recipients, 
who are the targets of such morally significant action). [34]  If 
super-AIs are to be the kinds of ethical producers that we should 
take seriously in a moral sense, and that we should want to accept 
as full members of our moral community, they surely also have to 
be conscious agents in a rich sense.  Arguably, because of the 
central role played by consciousness in determining what counts 
as morally significant for ethical action, any ethical agent must 
surely understand consciousness ‘from the inside’, as it were – 
that is, as a being who is conscious in the ethically engaging 
sense.   

Wallach et al. make a specific claim [36] that any system that 
fits the bill of being a moral agent in this sense will also qualify 
as a conscious agent in having the appropriate kind of MC 
cognitive architecture.  Suppose that eventually AI++ agents do 
come about, and further, that the cognitive architecture that they 
exemplify conforms reasonably closely to, say, the LIDA/GW 
pattern described by Franklin and others.  Then if the above claim 
is correct, such AI++ agents will at least have the functionality of 
conscious creatures.  We questioned earlier that whether any such 
system, merely in terms of its computationally specified cognitive 
architecture, will have other than functional consciousness (or, as 
we put it, the functionality, rather than the phenomenality, of 
consciousness).   But this is clearly an open question at present – 
nothing said here has been intended to foreclose it. So there is 
indeed force to the argument that an AI agent with all the 
functionality of consciousness will be able to function as a moral 
‘producer’, in the sense outlined just now.   

Clearly, one must be cautious, for two reasons.  First, suppose 
it is correct to claim (as we earlier intimated) that if a being is 
phenomenally conscious it has genuine moral interests (is a 

genuine moral ‘recipient’); and that if it is not phenomenally 
conscious it does not.  Then there are real issues, to do with false 
positives and false negatives, affecting how we treat artificial 
agents that we consider to be phenomenally conscious.  If we 
cede moral interests to super-AIs who are, in fact, non-conscious 
in the phenomenal sense, we may be wasting valuable resources 
on beings that have no moral need for them.  Conversely, if our 
belief that they are non-conscious, phenomenally speaking, is 
mistaken, then we would be doing them a great moral injustice by 
refusing to grant their needs (assuming we had the power to do 
so).  So attributing consciousness to AI agents in a way that has 
ethical ‘bite’, in itself carries great (moral) responsibilities. (But 
see [40, 41] for a contrasting view of how consciousness-
attributions relate (or fail to relate) to how we think about moral 
interests in the case of both humans and of future AI agents.)   

Second, in our conception of moral agents or producers 
mentioned above, we considered the view that consciousness (at 
least of a functional kind), and the capacity for moral decision-
making, go together.  We would surely hope that any super-AI 
agents that we brought into existence (or that we seeded for other 
artificial agents to bring into existence) would deliberate in ways 
that were responsible, just, benevolent, and so on – that is, in 
ways that would be ‘friendly’ to humans. [3, 37-39]  Yet, in the 
generic sense of ‘ethical agent’ (or ‘producer’), villains may be no 
less ethical agents than saints are: a villain has the capacity for 
benevolence and other kinds of moral virtue, but opts for a 
different path.  (Also, of course, villains are no less conscious 
than morally upright individuals.)  But perhaps moral venality 
always results from some rational failure, which in turn can be 
laid at the door of some intelligence deficit that an AI++ can be 
guaranteed, constitutively, not to have. However, that point would 
need a lot more debate and reflection.   

Surely any project to produce super-intelligence needs to put 
its money on the idea that increased rationality or general 
intelligence also brings increased ethical insight in the sense of 
commitment to the broad interests of conscious beings as such, 
and as far as is humanly (!) possible, ensuring that such 
commitment was maximized.  The supposition would thus be that 
super-AIs, were they to come about in a relatively human-
controlled way, would be relied upon to understand and 
participate in our moral discourse, and to agree with our best 
moral practices, thereby accepting a moral universality that gives 
due weight to the interests of both humans and artificial conscious 
agents (not to mention other creatures). But this, of course, is a 
rather tenuous supposition, and at present we have only the most 
slender hope that a singularity or super-AI era would not develop 
in a way that would threaten human interests and be progressively 
beyond human influence. 
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